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Abstract. For strongly positively recurrent countable state Markov shifts, we

bound the distance between an invariant measure and the measure of maximal
entropy, in terms of their entropy difference. This extends an earlier result

for subshifts of finite type, due to Kadyrov. We provide a similar bound for

equilibrium measures of strongly positively recurrent potentials, in terms of
the pressure difference. For measures with nearly maximal entropy, we have

new, and sharp, bounds.

Dedicated to Benjy Weiss on the occasion of his eightieth birthday

1. Introduction and summary of main results

Topological dynamical systems with unique measures of maximal entropy are
called intrinsically ergodic [Wei70]. This property is weaker than unique ergodicity,
and this weakening is useful, because it allows for many more examples. Natural
instrinsically ergodic but non-uniquely ergodic systems can be found in symbolic
dynamics [Par64], [Gur70], [Bow75], [CT12], [Cli18], [Pav20]; one-dimensional dy-
namics [Hof79], [Buz97]; the theory of diffeomorphisms [AW70], [Bow75], [BCS19];
and in the theory of geodesic flows [Kni98], [BCFT18], [CKW21]. (This list of
references is incomplete, the relevant literature is too plentiful to survey.)

Although weaker than unique ergodicity, intrinsic ergodicity is powerful enough
to have many applications. These include classification problems in ergodic theory
[AW70]; the foundations of statistical mechanics [Rue72], [Rue78], [Sin72], the anal-
ysis of periodic orbits [Bow72], [PP90]; and even number theory [ELMV12]. (Again,
these are very partial lists.) Here we will focus on the connection between intrinsic
ergodicity and equidistribution of measures with high entropy, in the special case
of topological Markov shifts.

Consider for example a topologically transitive subshift of finite type σ : Σ+ →
Σ+. This system has a unique measure of maximal entropy µ0 [Par64]. Subshifts of
finite type are compact, and their entropy map µ 7→ hµ(σ) is upper semi-continuous
in the weak star topology. Together with intrinsic ergodicity, this easily implies that
for every sequence of shift invariant probability measures µn,

if hµn(σ)→ hµ0(σ), then µn → µ0 weak star. (1.1)
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Kadyrov gave a bound for the rate of convergence [Kad15]. He showed that there
exist constants Cβ such that for every shift invariant probability measure µ and for
every Hölder continuous function ψ : Σ+ → R with Hölder exponent β,∣∣∣∣∫ ψdµ−

∫
ψdµ0

∣∣∣∣ ≤ Cβ‖ψ‖β√hµ0(σ)− hµ(σ), (1.2)

where ‖ψ‖β is the β-Hölder norm of ψ (see §2).
Quantitative versions of (1.1) like (1.2) are called effective intrinsic ergodicity

estimates. They first appeared in the doctoral thesis of F. Polo [Pol11] for the ×2
map on R/Z and for hyperbolic toral automorphisms, but with a cubic root instead
of a square root. Polo credits M. Einsiedler for outlining the proof for the ×2 map,
and we will henceforth call (1.2) the Einsiedler-Kadyrov-Polo (EKP) inequality.
For similar inequalities for other systems, see [Kad15], [Rüh16], [Kha17].

In this paper we extend the EKP inequality to topologically transitive countable
state Markov shifts. The new features here are non-compactness, the possibility of
escape of mass to infinity, and “phase transitions”: non-analytic pressure functions.

Of course, the EKP inequality cannot be expected to hold for all countable
Markov shifts. For (1.1) or (1.2) to make sense, we must at the very least assume
that a measure of maximal entropy µ0 exists, and that hµ0(σ) <∞.

A deeper observation, due to S. Ruette, is that even under these additional
assumptions, (1.1) and (1.2) may fail. It follows from [Rue03] (see also [GS98],
[GZ88]), that if (1.1) or (1.2) hold, then σ : Σ+ → Σ+ must be strongly positively
recurrent (SPR), a condition whose definition is recalled in §2.

Thus the right context for studying effective intrinsic ergodicity for countable
Markov shifts is the class of topologically transitive SPR shifts.

By the work of Gurevich [Gur70], topologically transitive SPR countable Markov
shifts have unique measures of maximal entropy. G. Iommi, M. Todd and A. Velozo
[ITV19, Theorem 8.12], [ITV20], have shown that all SPR topologically transitive
countable state Markov shifts satisfy (1.1). Our main result is: All SPR topologically
mixing countable state Markov shifts satisfy the EKP inequality (1.2).

Our proof is different from Kadyrov’s, and it produces sharper bounds. We show
in Theorem 6.1 that for every ε > 0 and β-Hölder continuous ψ : Σ+ → R, there
exists a δ > 0 such that if hµ(σ) is δ-close to hµ0

(σ), then∣∣∣∣∫ ψdµ0 −
∫
ψdµ

∣∣∣∣ ≤ eε√2σµ0
(ψ)
√
hµ0

(σ)− hµ(σ). (1.3)

Here σ2
µ0

(ψ) is the asymptotic variance of ψ with respect to µ0 (see §2). The square

root and the constant
√

2σµ0
(ψ) are sharp (Theorem 6.1). The sharpness of the

square root is an answer to a question of Kadyrov [Kad15, p. 240].
The measure of maximal entropy µ0 is the equilibrium measure of the zero poten-

tial. Our results extend to equilibrium measures µφ of other potentials φ. Suppose
Σ+ has finite Gurevich entropy, supφ <∞ and φ is weakly Hölder continuous (see
§2). In Theorem 7.1, we show that if φ is SPR in the sense of [Sar01a], then for
every shift invariant measure µ and ψ β-Hölder continuous,∣∣∣∣∫ ψdµ−

∫
ψdµφ

∣∣∣∣ ≤ Cφ,β‖ψ‖β√Pµφ(φ)− Pµ(φ), (1.4)

where Pν(σ) := hν(σ) +
∫
φdν. A sharp version similar to (1.3) holds as well.
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The SPR property is a necessary condition for (1.4): In Corollary 8.1, we show
that (1.4) fails whenever φ is not SPR.

Let us compare Kadyrov’s proof to our proof. Kadyrov’s proof is better in two
ways: It is much shorter, and it yields a finitary version of (1.2) with 1

nHµ(αn−1
0 )

replacing hµ(σ), see [Kad17]. The reader may wonder why we needed a different
proof. One reason is that our proof gives sharper, optimal, bounds. But there is
another reason, of a more technical nature, which we would like to explain.

Assume σ : Σ+ → Σ+ is topologically mixing, and let T̂ denote the transfer
operator1 of the measure of maximal entropy. Let (Hβ , ‖ · ‖β) denote the space of

β-Hölder continuous functions as defined in §2. In the case of finite alphabets, T̂
has spectral gap when acting on (Hβ , ‖ ·‖β), and since ‖ ·‖β ≥ ‖·‖∞, it follows that

‖T̂nf −
∫
fdµ0‖∞ → 0 exponentially fast. This exponential uniform convergence

seems to us to be crucial for Kadyrov’s proof, see [Kad15, pp. 244-245].
But in the case of an infinite alphabet, we cannot expect uniform exponential

convergence like that for all Hölder continuous functions, even in the SPR case. Let
G be the graph associated to the shift (see §2), and suppose every vertex in G has

finite degree. If f is the indicator of a cylinder, then T̂nf vanishes outside a finite

union of partition sets (which depends on n). So ‖T̂nf −
∫
fdµ0‖∞ ≥ |

∫
fdµ0| for

all n, and T̂nf −
∫
fdµ0 6→ 0 uniformly (exponentially or not).

This is the obstacle that forced us to seek a different proof.

There is an important class of countable Markov shifts which do have Banach
spaces with spectral gap so that ‖ · ‖L ≥ ‖ · ‖∞: The shifts with the big images
and pre-images (BIP) property ([AD01], [Sar03], see also §2.5, Example 2). In the
infinite alphabet BIP case, all measures of maximal entropy have infinite entropy,
and there is no hope to get (1.2). But there may still be unbounded potentials
with equilibrium measures with finite pressure. For the EKP inequality for such
measures, in the form (1.4), see [Rüh21].

2. A review of the theory of topological Markov shifts

2.1. Topological Markov shifts. Let G denote a countable directed graph with
set of vertices S and set of directed edges E. If there is an edge from a to b, we
write a→ b. Set

Σ+ = Σ+(G ) := {x = (x0, x1, . . .) : xi ∈ S, xi → xi+1 for all i}.
For every x 6= y in Σ+, let t(x, y) = min{i : xi 6= yi}. We equip Σ+ with the metric

d(x, y) :=

{
0 x = y

exp[−t(x, y)] otherwise.
(2.1)

Definition 2.1. The topological dynamical system σ : Σ+ → Σ+ given by σ(x)i =
xi+1 is called the one-sided topological Markov shift (TMS) associated to G . The
elements of S are called states, and σ is called the left shift.

When |S| = ℵ0, we will also call Σ+ a countable state Markov shift.
The sets [a] = [a0, . . . , an−1] := {x ∈ Σ+ : xi = ai (i = 0, . . . , n−1)} (a ∈

⋃
n S

n)
are called cylinders of length n. Cylinders of length one are also called partition

1In the notation of §4 in this paper, T̂ f = λ−1
0 M−1

h0
L0Mh0

.
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sets. The cylinders form a basis for the topology, and they generate the Borel
σ-algebra, which we denote by B.

2.2. Topological transitivity and topological mixing. We write a
n−→ b when

there is a non-empty cylinder of the form [a, ξ1, . . . , ξn−1, b]. In particular a
1−→ b⇔

a→ b. The following simple facts are well-known:

(1) σ : Σ+ → Σ+ is topologically transitive if and only if ∀a, b ∈ S ∃n such that

a
n−→ b. Equivalently, G is strongly connected: ∀(a, b) ∈ S2, there is a path from

a to b.
(2) If σ : Σ+ → Σ+ is topologically transitive, then pa := gcd{n : a

n−→ a} (a ∈ S)
are all equal to the same value p ≥ 1, and p is called the period of Σ+.

(3) σ : Σ+ → Σ+ is topologically mixing if and only if it is topologically transitive,
and its period is equal to one.

(4) The spectral decomposition: Suppose Σ+ is a topologically transitive TMS
with period p > 1, then we can decompose Σ+ = Σ+

0 ] Σ+
1 ] · · · ] Σ+

p−1 where

σ(Σ+
i ) = Σ+

i+1 mod p, and where σp : Σ+
i → Σ+

i are all topologically conjugate
to a topologically mixing countable Markov shift.

Briefly, this is done as follows. There is an equivalence relation on the states

of Σ+ given by a ∼ b ⇔ a = b or a
n−→ b for some n divisible by p. There

are p equivalence classes S0, . . . , Sp−1, and Σ+
i = {x ∈ Σ+ : x0 ∈ Si}. The

map σp : Σ+
i → Σ+

i is topologically conjugate to the TMS with set of states
{[a0, . . . , ap−1] : a0 ∈ Si} \ {∅} and edges [a] → [b] when ap−1 → b0, and this
TMS is topologically mixing.

The spectral decomposition is a tool for reducing statements on topologically tran-
sitive TMS to the topologically mixing case. We will use this tool frequently.

2.3. Weak Hölder continuity and summable variations. The nth oscillation
(aka the nth variation) of a function φ : Σ+ → R is

oscn(φ) := sup{|φ(x)− φ(y)| : xi = yi (i = 0, . . . , n− 1)}.

A function φ : Σ+ → R is called θ-weakly Hölder continuous if θ ∈ (0, 1) and
there exists A > 0 such that oscn(φ) ≤ Aθn for all n ≥ 2. This condition does
not imply that φ is bounded. A bounded θ-weakly Hölder continuous is Hölder
continuous with exponent β := − log θ with respect to the metric (2.1). We define
the space of such functions in (2.8).

Some of our results hold under the following weaker regularity assumption, called
summable variations:

∑
n≥2 oscn(φ) <∞.

2.4. Pressure and equilibrium measures. Suppose Σ+ is topologically mixing,
φ : Σ+ → R has summable variations and let φn :=

∑n−1
k=0 φ ◦ σk. Given a ∈ S, let

PG(φ) := lim
n→∞

1

n
logZn(φ, a), where Zn(φ, a) :=

∑
σn(x)=x

eφn(x)1[a](x).

The limit exists and is independent of a, see [Sar99].2 It is always bigger than −∞,
but it could be equal to +∞.

2This reference states the result under stronger regularity assumptions on φ, but the proofs
there work verbatim for functions with summable variations.
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Definition 2.2. PG(φ) is called the Gurevich pressure of φ. The Gurevich entropy

of Σ+ is h := PG(0) = lim
n→∞

1

n
log #{x ∈ Σ+ : x0 = a , σn(x) = x}.

Let M (Σ+) denote the collection of all σ-invariant Borel probability measures on
Σ+, and let hµ(σ) denote the metric entropy of µ ∈M (Σ+). Gurevich’s variational
principle [Gur69] says that if Σ+ is topologically mixing, then

h := PG(0) = sup
{
hµ(σ) : µ ∈M (Σ+)

}
.

Any measure which achieves the supremum is called a measure of maximal entropy.
Such measures do not always exist, but if they do, and if Σ+ is topologically tran-
sitive, then they are unique [Gur70]. We will describe the structure of the measure
of maximal entropy in the following section.

The Gurevich pressure of a general φ with summable variations satisfies a similar
variational principle, which we now explain.

Recall that φ is called one-sided µ-integrable it at least one of the integrals∫
[φ>0]

φdµ,
∫

[φ<0]
φdµ is finite. Let

Mφ(Σ+) :=

{
µ ∈M (Σ+) :

φ is one-sided µ-integrable, and
(hµ(σ),

∫
φdµ) 6= (+∞,−∞)

}
.

This is the collection of µ ∈M (Σ+) for which the expression

Pµ(φ) := hµ(σ) +

∫
φdµ,

is well-defined (we allow Pµ(φ) = ±∞ but forbid Pµ(φ) =∞−∞).
In this paper we will be mostly interested in the case when Σ+ has finite Gurevich

entropy and supφ <∞. In this case Pµ(φ) is well-defined for all µ ∈M (Σ+), and
Mφ(Σ+) = M (Σ+).

The variational principle for TMS states that if Σ+ is topologically mixing and
if φ has summable variations, then

PG(φ) = sup
{
Pµ(φ) : µ ∈Mφ(Σ+)

}
. (2.2)

See [Sar99] for the special case supφ <∞, and [IJT15] in general.
A measure µ ∈ Mφ(Σ+) which achieves the supremum in (2.2) is called an

equilibrium measure for the potential φ. The equilibrium measures for the constant
potential are the measures of maximal entropy.

So far we have only discussed the topologically mixing case. In the topologically
transitive case, with period p, we define

PG(φ) := (1/p)PG(φp|Σ+
0

),

where φp :=
∑p−1
i=0 φ ◦ σi, and Σ+

0 is some (any) of the components in the spectral
decomposition of Σ+.

With this definition, the variational principle holds, and m0 is an equilibrium
measure for φp|Σ+

0
if and only if m := 1

p

∑p−1
i=0 m0 ◦ σ−i is an equilibrium measure

for φ. Furthermore, in this case m0 := m(·|Σ+
0 ), the conditional measure on Σ+

0 .
For more details, see the end of the proof of Theorem 6.1.
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2.5. Existence and structure of equilibrium measures. The topic is inti-
mately related to the eigenvector problem for Ruelle’s operator

(Lφf)(x) :=
∑

σ(y)=x

eφ(y)f(y). (2.3)

We recall the connection ([Bow75, Sar01b, BS03]).
Fix a state a ∈ S and x ∈

⋃
n>0 σ

−n[a], let τa(x) := 1[a](x) min{n > 0 : xn = a}.
Given a function φ : Σ+ → R, let Z∗n(φ, a) :=

∑
σn(x)=x

eφn(x)1[τa=n](x). Recall that

φn =
∑n−1
i=0 φ ◦ σi, and Zn(φ, a) :=

∑
σn(x)=x

eφn(x)1[a](x).

Definition 2.3. Suppose φ is a function with summable variations and finite Gure-
vich pressure on a topologically mixing TMS Σ+. We say that φ is positively re-
current, if for some state a,

∞∑
n=1

λ−nZn(φ, a) =∞ and

∞∑
n=1

nλ−nZ∗n(φ, a) <∞, where λ := expPG(φ).

(This should not be confused with strong positive recurrence, a condition that is
discussed in the next section.)

The Generalized Ruelle’s Perron-Frobenius theorem [Sar01b]3 states that if Σ+

is a topologically mixing TMS and φ has summable variations and finite Gurevich
pressure, then φ is positively recurrent if and only if there is a positive continuous
function hφ : Σ+ → R+ and a σ-finite measure νφ such that

Lφhφ = ePG(φ)hφ, L∗φνφ = ePG(φ)νφ,

∫
hφdνφ = 1 and

e−nPG(φ)(Lnφ1[a])(x) −−−−→
n→∞

hφ(x)νφ[a] pointwise for all cylinders [a].
(2.4)

In this case hφ is continuous, bounded away from zero and infinity on partition sets,
and νφ gives finite and positive measure to every non-empty cylinder. The measure
mφ defined as dmφ = hφdνφ turns out to be a σ-invariant probability measure, and
is called the Ruelle-Perron-Frobenius (RPF) measure.

Theorem 2.1 ([BS03], [CS09]). Let φ be a potential with summable variations and
finite Gurevich pressure on a topologically mixing TMS, and suppose supφ <∞.

(1) If φ admits an equilibrium measure m, then this measure is unique, φ is posi-
tively recurrent, and m equals the RPF measure of φ.

(2) Conversely, if φ is positively recurrent and the RPF measure mφ has finite
entropy, then mφ is the unique equilibrium measure of φ.

Corollary 2.1. Let φ be a potential with summable variations and finite Gurevich
pressure on a topologically mixing TMS with finite Gurevich entropy, and suppose
supφ < ∞. Then φ has an equilibrium measure if and only if φ is positively
recurrent. In this case, the equilibrium measure is unique.

An important consequence of the description of the equilibrium measure as the
RPF measure is the following identity for conditional probabilities [Led74, Wal75]:

Emφ(f |σ−nB) = λ−n(h−1
φ Lnφ(hφf)) ◦ σn mφ-a.e. (2.5)

3See the footnote on page 4.
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Example 1 (SFT). In the finite alphabet case (when Σ+ is a topologically mixing
subshift of finite type), every φ with summable variations is positively recurrent
and the RPF is always an equilibrium measure. This is a consequence of Ruelle’s
Perron-Frobenius theorem, see [Bow75].

Example 2 (BIP). A topologically mixing Markov shift is said to have the big
images and pre-images (BIP) property if there is a finite set of states b1, . . . , bN
such that for every state a there are some edges a → bi, bj → a. On a TMS
with the BIP property, every φ with summable variations such that osc1(φ) < ∞
and PG(φ) < ∞ is positively recurrent [Sar03], [MU01]. The corresponding RPF
measure is an equilibrium measure if and only if it belongs to Mφ(Σ+).

Sometimes this is not the case. Fix a probability vector ~p = (pi)i∈N∪{0} with

infinite entropy, and suppose Σ+ = NN∪{0} and φ(x) = log px0
. In this case the

RPF measure is the Bernoulli measure µ with probability vector ~p. But for this
measure hµ(σ)+

∫
φdm is not well-defined, because hµ(σ) = +∞ and

∫
φdµ = −∞.

Example 3 (Measures of maximal entropy). Returning to the countable al-
phabet case, let’s consider the special case of measures of maximal entropy, φ ≡ 0.
Let h := PG(0) be the Gurevich entropy, and set λ := exp(h). It is not difficult to
check using (2.4) that in this case hφ(x) depends only on x0, so there is a positive
vector (`a)a∈S such that hφ(x) = `x0 . Since Lφhφ = λhφ,

∑
a:a→b `a = λ`b.

Similarly, if (ra)a∈S is the vector ra := νφ[a], then the equation L∗φνφ = λνφ
implies that ra = νφ(1[a]) = λ−1νφ(Lφ1[a]) = λ−1νφ(σ[a]), whence

∑
b:a→b rb =

λra. So ~r, ~̀ are positive right and left eigenvectors of the transition matrix of Σ+.
In addition,

∑
`ara =

∫
hφdνφ = 1.

Substituting f = 1[x0,...,xn−1] in (2.5), we find that

mφ(x0, . . . , xn−1|xn, . . .) =
`x0

λn`xn
mφ-a.e.

The right-hand side is independent of xk with k > n. This and the shift invariance
of mφ implies that

mφ[xi, xi+1, . . . , xn−1]

mφ[xi+1, . . . , xn−1]
= mφ(xi|xi+1, . . . , xn−1) = mφ(xi|xi+1, . . .) =

`xi
λ`xi+1

.

(2.6)
Let pa,b := `a

λ`b
and pa := `ara. Taking the product of (2.6) over 0 ≤ i ≤ n− 2, we

recover the identification of the measure of maximal entropy as Parry’s measure
[Par64], [Gur70]:

mφ[x0, . . . , xn−1] = px0
px0,x1

· · · pxn−2,xn−1
. (2.7)

In particular, the measure of maximal entropy is a Markov measure.

2.6. Strong positive recurrence. This is a strengthening of the positive recur-
rence condition, which implies that Lφ acts quasi-compactly on a “sufficiently rich”
Banach space of functions (see the next section).

We begin with the special case when Σ+ is topologically mixing, and φ ≡ 0. Fix
a state a, and let fn(a) denote the number of first return loops with length n, at a:

fn(a) := #{x ∈ Σ+ : σn(x) = x, x0 = a, x1, . . . , xn−1 6= a}.

Let Fa(z) :=
∑
n≥1 fn(a)zn be the associated generating function.
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Definition 2.4. A topologically mixing TMS Σ+ with finite Gurevich entropy is
called strongly positively recurrent (SPR), if for some state a, Fa(Ra) > 1 where
Ra := radius of convergence of Fa(z).

It follows from [VJ62] that (a) SPR implies that φ ≡ 0 is positively recurrent; (b)
the SPR property is independent of a: if Fa(Ra) > 1 for some a, then Fa(Ra) > 1
for all a; and (c) SPR implies that Parry’s measure is an exponentially mixing
Markov chain.

The SPR condition was extended to general potentials with summable variations
in [Sar01a] (see [GS98] for the special case when osc2(φ) = 0, i.e. φ is Markovian).

Suppose Σ+ is topologically mixing, and a is a state. The induced map on [a] is
the map στa : [a]′ → [a]′, where [a]′ := {x ∈ [a] : xi = a infinitely often}, and

τa(x) := 1[a](x) min{n > 0 : xn = a}.

This map has a coding as a full shift: Let S := {[a, ξ1, . . . , ξn, a] : ξi 6= a} \ {∅},
Σ

+
:= S

N∪{0}
and define π : Σ

+ → [a]′ by

π([a, ξ
1
, a], [a, ξ

2
, a], . . .) := (a, ξ

1
, a, ξ

2
, a, . . .).

Then π−1 ◦ στa ◦ π is the left shift on Σ
+

. Given a function φ : Σ+ → R, we let

φ := (

τa−1∑
k=0

φ ◦ σk) ◦ π.

If φ is weakly Hölder continuous on Σ+, then φ is weakly Hölder continuous on Σ
+

.

Definition 2.5. Suppose φ is a weakly Hölder continuous potential with finite Gure-
vich pressure on a topologically mixing TMS, and let a be a state. The discriminant
of φ at state a is the (possibly infinite) expression

∆a[φ] := sup{PG(φ+ p) : p ∈ R such that PG(φ+ p) <∞}.
We say that φ is strongly positively recurrent (SPR) if ∆a[φ] > 0 for some a.

The definition extends to φ with summable variations, but some care is needed
since φ may not have summable variations in this case, see [Sar01a].

Lemma 2.1. If Σ+ is topologically mixing, φ has summable variations, and PG(φ) <
∞, then φ is strongly positively recurrent if and only if for some state a,

P ∗G(φ, a) := lim sup
n→∞

1

n
logZ∗n(φ, a) < lim

n→∞

1

n
logZn(φ, a) = PG(φ).

If this happens for some state, then it happens for all states.

Proof. This is a consequence of the discriminant theorem of [Sar01a]. �

Example. Consider the special case φ ≡ 0. In this case φ+ p = p = p · τa ◦ π. So
for every a := [a, ξ, a] ∈ S,

Zn(φ+ p, a) =
∑

[a,ξ
1
,a],...,[a,ξ

n−1
,a]∈S

e
p(|aξ|+|aξ

1
|+···+|aξ

n−1
|)

= ep|aξ|
( ∑

[aηa]∈S

ep|aη|
)n−1

,

and PG(φ+ p) = log
∑

[aηa]∈S e
p|aη|. The terms with |aη| = k represent first return

time loops with length k at the vertex a. So PG(φ+ p) = log
∑∞
k=1 fk(a)ekp. It
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follows that ∆a[0] = log
∑∞
n=1 fn(a)Rna , where Ra is the radius of convergence of

Fa(z) =
∑
n≥1 fn(a)zn. So φ ≡ 0 is SPR if and only if Fa(Ra) > 1.

It is shown in [Sar01a] that if Σ+ is topologically mixing, φ has summable vari-
ations, and PG(φ) < ∞, then: (a) SPR implies positive recurrence; (b) The SPR
property is independent of the choice of a: If ∆a[φ] > 0 for some a, then ∆a[φ] > 0
for all a. Additionally, in [CS09] it is shown that: (c) If φ is weakly Hölder contin-
uous, then the RPF measure of φ has exponential decay of correlations for Hölder
continuous test functions.

So far we have only discussed the topologically mixing case. If Σ+ is topologically
transitive with period p > 1, and φ is a potential with summable variations and
finite Gurevich pressure, then we say that φ is strongly positively recurrent if and
only if φp|Σ+

0
is strongly positively recurrent, where φp :=

∑p−1
i=0 φ ◦ σi and Σ+

0 is

some (any) component of the spectral decomposition.

2.7. SPR and spectral gap. Let Σ+ be a topologically mixing TMS. A θ-weakly
Hölder continuous function φ is said to have the spectral gap property if there exists
a Banach space (L, ‖ · ‖L) of functions f : Σ+ → C with the following properties:

(a) (Lφf)(x) =
∑
σ(y)=x e

φ(y)f(y) converges absolutely whenever f ∈ L, and L
contains all the indicators of cylinder sets.

(b) f ∈ L ⇒ |f | ∈ L and
∥∥|f |∥∥L ≤ ‖f‖L.

(c) L-convergence implies uniform convergence on cylinders.
(d) Lφ(L) ⊂ L and Lφ : L → L is bounded.
(e) Lφ = λP + N where λ = expPG(φ), P,N are bounded linear operators on L

such that PN = NP = 0, P 2 = P , dim Image(P ) = 1, and the spectral radius
of N is strictly less than λ.

(f) For every bounded θ-weakly Hölder continuous function ψ : Σ+ → R, z ∈ C,
Lφ+zψ is bounded on L, and z 7→ Lφ+zψ is analytic on some complex neigh-
borhood of zero. (See [Kat95, Chapter VII §1] for the definition of analyticity
for families of operators depending on a complex parameter.)

Property (e) says that the spectrum of Lφ : L → L consists of a simple eigenvalue
λ and a compact subset of {z : |z| < λ}. P is the eigenprojection of λ. The “gap”
is the difference between |λ| and the spectral radius of N .

The paper [CS09] proves that a weakly Hölder continuous function φ with finite
Gurevich pressure on a topologically mixing TMS has the spectral gap property, if
and only if φ is strongly positively recurrent.

The space L constructed there has the following additional property [CS09, p.
650]. Let Hβ be the space of β-Hölder continuous functions,

Hβ :=

{
ψ : Σ+ → R : ‖ψ‖β := ‖ψ‖∞ + sup

x 6=y

|ψ(x)− ψ(y)|
e−βt(x,y)

<∞

}
. (2.8)

(g) If θ = e−β , then for all f ∈ Hβ and g ∈ L, fg ∈ L and ‖fg‖L ≤ ‖f‖β‖g‖L.

We caution the reader that the SPR property does not imply the spectral gap
property for topologically transitive TMS with period p > 1. We may still find a
Banach space with (a)–(d) on which Lφ acts quasi-compactly, but there will be p
points in the spectrum with modulus expPG(φ), and not just one as in (e).
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3. The pressure function

Throughout this section, we fix a topologically mixing one-sided countable Markov
shift σ : Σ+ → Σ+ with finite positive Gurevich entropy h, and potentials φ, ψ with
summable variations such that supφ <∞ and ‖ψ‖∞ <∞. It follows that

Mφ+tψ(Σ+) = M (Σ+) for all t.

Recall the definition of the Gurevich pressure from §2.4.

Definition 3.1. The pressure function of φ in direction ψ is the function
pφ,ψ : R→ R given by pφ,ψ(t) := PG(φ+ tψ).

By the variational principle (2.2),

pφ,ψ(t) = sup{Pµ(φ) + t

∫
ψdµ : µ ∈M (Σ+)},

where Pµ(φ) := hµ(σ) +
∫
φdµ.

Theorem 3.1. Let Σ+ be a topologically mixing TMS with finite Gurevich entropy.
If φ, ψ have summable variations, supφ <∞ and ‖ψ‖∞ <∞, then

(1) pφ,ψ(t) is finite, convex, and continuous on R.
(2) pφ,ψ(t) has well-defined finite one-sided derivatives

(D±pφ,ψ)(t) := lim
h→±0

1

h
[pφ,ψ(t+ h)− pφ,ψ(t)].

(3) lim
t→∞

(D±pφ,ψ)(t) exist, are equal, and finite. We call their common value

p′φ,ψ(+∞). Similarly, lim
t→−∞

(D±pφ,ψ)(t) are equal and finite. We call their

common value p′φ,ψ(−∞).

(4) p′φ,ψ(+∞) = sup{
∫
ψdµ : µ ∈M (Σ+)}, p′φ,ψ(−∞) = inf{

∫
ψdµ : µ ∈M (Σ+)}.

(5) If ψ is not cohomologous to a constant by a continuous transfer function, then
p′φ,ψ(−∞) < p′φ,ψ(+∞).

For subshifts of finite type (or countable Markov shifts with the BIP property),
these results are proved in [BL98, §3], [Mor07]. In this case more is true: pφ,ψ(t)
is real-analytic on R, and the one-sided derivatives can be replaced by ordinary
derivatives. For general countable Markov shifts we do not necessarily have differ-
entiability on R, but the theorem is saved by standard convexity arguments:

Proof. Fix some ν ∈ M (Σ+) carried by a periodic orbit, then pφ,ψ(t) ≥ Pν(φ +
tψ) > −∞, proving that pφ,ψ(t) 6= −∞ on R. Next, pφ,ψ(t) <∞, because for every
µ ∈ M (Σ+), Pµ(φ + tψ) = hµ(σ) +

∫
φdµ + t

∫
ψdµ ≤ h + supφ + |t|‖ψ‖∞ < ∞.

Passing to the supremum over µ ∈M (Σ+) gives pφ,ψ(t) ≤ h+supφ+|t|‖ψ‖∞ <∞.
So pφ,ψ is finite on R.

To see convexity, we use the identity PG(φ+ tψ) = lim
n→∞

1
n logZn(φ+ tψ, a). By

Hölder’s inequality, if t = st1 + (1− s)t2 with s ∈ [0, 1], then

Zn(φ+ tψ, a) ≤ Zn(φ+ t1ψ, a)sZn(φ+ t2ψ, a)1−s.

It follows that t 7→ 1
n logZn(φ + tψ, a) is convex on R. Pointwise limits of convex

functions are convex, therefore pφ,ψ(t) is convex on R. We proved (1), (2).
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To see (3) we use convexity to note that t 7→ (D±pφ,ψ)(t) is increasing (in the
broad sense), and for all t1 < t2

(D−pφ,ψ)(t1) ≤ (D+pφ,ψ)(t1) ≤ (D−pψ,φ)(t2) ≤ (D+pψ,φ)(t2).

This implies the existence and equality of the limits which define p′φ,ψ(±∞). To

see that these quantities are finite, we note that PG(φ) − |t|‖ψ‖∞ ≤ pφ,ψ(t) ≤
PG(φ) + |t|‖ψ‖∞, so pφ,ψ(t) is a convex function with asymptotes of finite slope.

We prove (4). Let p(t) := pφ,ψ(t), p′± := D±p, p′(±∞) := p′φ,ψ(±∞). By

convexity, for every µ ∈M (Σ+) and t > 0,

p′(∞) ≥ p′+(t) ≥ p(t)− p(0)

t
≥

(Pµ(φ) + t
∫
ψdµ)− p(0)

t
−−−→
t→∞

∫
ψdµ.

Thus p′(∞) ≥ sup{
∫
ψdµ : µ ∈M (Σ+)}.

Next, we fix ε > 0 arbitrarily small and t > 0 so large that p′(+∞) ≤ p′−(t) + ε.
This is possible by (3). For every 0 < δ < ε, we choose a σ-invariant m := mt,δ

such that p(t + δ) ≤ Pm(φ) + (t + δ)
∫
ψdm + δ2. By the variational principle,

p(t) ≥ Pm(φ) + t
∫
ψdm, so

p′(∞) ≤ p′−(t) + ε ≤ p(t+ δ)− p(t)
δ

+ ε

≤
[Pm(φ) + (t+ δ)

∫
ψdm+ h2]− [Pm(φ) + t

∫
ψdm]

δ
+ ε

=

∫
ψdm+ δ + ε ≤ sup{

∫
ψdµ}+ 2ε.

The sup runs over all σ-invariant probabilities. Passing to the limit ε → 0, we
obtain p′(+∞) ≤ sup{

∫
ψdµ : µ ∈ M (Σ+)}. This shows (4) for p′(+∞). The

claim for p′(−∞) follows immediately using the identity pφ,−ψ(t) = pφ,ψ(−t).
To see (5), assume the contrary: p′(−∞) = p′(∞) = c. Then (4) tells us that∫
ψdµ = c for all µ ∈M (Σ+). Applying this to invariant measures carried by a pe-

riodic orbit we find that σn(x) = x⇒
∑n−1
k=0 ψ(σkx) = cn. By the Livshits theorem,

this implies that ψ is cohomologous to c via a continuous transfer function. (The
proof for subshifts of finite type given in [Bow75, Theorem 1.28] works verbatim in
the countable alphabet case.) �

Remark. The assumption that the Gurevich entropy h is finite is used in two places:
In (1) we use it to show that PG(φ+tψ) <∞ for all t, and in (4) we use it implicitly
to make sure that Pm(φ) and Pµ(φ) are well-defined. If we relax the assumption
that h < ∞ to the assumption that PG(φ) < ∞, then the theorem remains true,
except that the suprema in (4) should be taken over Mφ(Σ+), instead of M (Σ+).

Theorem 3.2. Suppose Σ+ is a topologically mixing countable Markov shift with
finite Gurevich entropy. Let φ be an SPR θ-weakly Hölder continuous potential such
that supφ < ∞. Then there exist M := Mθ(φ) > 1 and ε := εθ(φ) > 0 such that
for every β > | log θ| and ψ such that ‖ψ‖β ≤ 1, the following holds:

(1) pφ,ψ(t) is real-analytic on (−ε, ε).
(2) If |t| ≤ ε then there exists a unique equilibrium measure mt := µφ+tψ for φ+tψ,

i.e. pφ,ψ(t) = Pmt(φ+ tψ), and pφ,ψ(t) > Pµ(φ+ tψ) for µ 6= mt.
(3) If |t| < ε, then p′φ,ψ(t) = Emt(ψ) :=

∫
ψdmt.
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(4) If |t| < ε, then p′′φ,ψ(t) = σ2
mt(ψ) where σ2

mt(ψ) := lim
n→∞

1
nEmt [(ψn−Emt(ψn))2]

and ψn :=
∑n−1
k=0 ψ ◦ σk.

(5) If |t| < ε, then |p′φ,ψ(t)|, |p′′φ,ψ(t)|, |p′′′φ,ψ(t)| ≤M .

(6) If ϕ ∈ Hβ such that ‖ϕ‖β ≤ 1, then (t, s) 7→ PG(φ + tψ + sϕ) has continuous
partial derivatives of all orders on (−ε, ε)2.

The proof of the theorem is long, and is deferred to §4.

Remark 1. Theorem 3.2 is false without the SPR assumption, because of “phase
transitions”, see [Sar01a], [Sar06]. Some version of the theorem is also true for TMS
with infinite Gurevich entropy, but in this case the measures mt should be taken
to be the RPF measures of φ+ tψ and not their equilibrium measures.

Remark 2. A weaker version of the theorem with ε,M depending also on ψ is
known. For the finite alphabet case, see [PP90, Chapter 4], [GH88], [Rue78]. For
infinite alphabets, see [CS09]. We need ε,M to be independent of ψ to describe the
regime when the “sharp” EKP inequality (1.3) holds, see the end of Section 6.

We make a few more comments on the quantity σ2
mt(ψ) in part (4) of the theorem.

In general, the variance of ψ ∈ L2(m) is Varm(ψ) :=
∫

[(ψ − ∫ ψdm)2]dm. If m is

σ-invariant, then ψ ∈ L2(m) ⇒ ψn :=
∑n−1
k=0 ψ ◦ σk ∈ L2(m) for all n, and the

asymptotic variance of ψ is the following limit whenever it exists:

σ2
m(ψ) := lim

n→∞

1

n
Varm(ψn).

Theorem 3.2(4) says that the limit exists under the assumptions of that theorem,
and relates it to the second derivative of the pressure function.

The asymptotic variance is important because it is the variance of the Gaussian
distributional limit of the m-distributions of (ψn−n

∫
ψdm)/

√
n, whenever m is the

equilibrium measure of an SPR weakly Hölder continuous potential φ, and ψ ∈ Hβ .
See [PP90, Chapter 4] and [CS09].

The following theorem gives some of the properties of the asymptotic variance.

Theorem 3.3. Let Σ+ be a topologically mixing countable Markov shift with finite
Gurevich entropy. Let φ be a θ-weakly Hölder continuous SPR potential such that
supφ <∞. Let m be the unique equilibrium measure of φ.

(1) For every ψ ∈ Hβ, σm(ψ) = 0 if and only if ψ = r− r ◦σ+ c where c ∈ R, and
r is continuous (but perhaps not bounded).

(2) If ψ,ϕ ∈ Hβ and ψ − ϕ = r − r ◦ σ + c with r continuous and c ∈ R, then
σm(ψ) = σm(ϕ).

(3) Let M := Mθ(φ) be as in Theorem 3.2, then σm(ψ) ≤M‖ψ‖β whenever e−β ≤
θ and ψ ∈ Hβ.

The theorem is well-known for subshifts of finite type [PP90, Chapter 4], [GH88],
and follows from results in [CS09] in the infinite alphabet case. See Section 4.

4. The Proofs of Theorems 3.2 and 3.3

The material in this section is not used in other parts of the paper and can be
skipped at first reading.

As in [Rue78], [PP90], [GH88], the proof uses the transfer operator method:
First we represent pφ,ψ(t) as the logarithm of the leading eigenvalue λ(t) of Ruelle’s
operator Lφ+tψ (see (2.3)); Then we will analyze the dependence of λ(t) on t, using



EKP INEQUALITY 13

perturbation theory. The perturbative analysis hinges on the following fact from
§2.7: If φ is SPR, then Lφ acts with spectral gap on some “nice” Banach space.

Standing assumptions for this section: Throughout this section, we suppose
that Σ+ is a topologically mixing TMS with positive finite Gurevich entropy, φ is
an SPR θ-weakly Hölder continuous potential such that supφ < ∞, and ψ ∈ Hβ
where e−β ≤ θ and ‖ψ‖β ≤ 1. Since β 7→ ‖ψ‖β is monotonically increasing, if
Theorem 3.2 holds for the β such that e−β = θ, then it holds with the same ε,M
for all β such that e−β ≤ θ. Henceforth we assume e−β = θ.

Lemma 4.1. For every state a, x ∈ Σ+, t ∈ R and n ≥ 1, (Lnφ+tψ1[a])(x) < ∞
and pφ,ψ(t) = PG(φ+ tψ) = lim

n→∞
1
n log(Lnφ+tψ1[a])(x).

Proof. Fix t, and let ϕ := φ+ tψ. Set B :=
∑
n≥2 oscn(ϕ). Then for every cylinder

[a, ξ1, . . . , ξn−1, b] of length n+ 1, and for every x, y ∈ [a, ξ1, . . . , ξn−1, b],

|ϕn(x)− ϕn(y)| ≤ B.

Let ϕ±n [a, ξ1, . . . , ξn−1, a] denote the supremum (+) or infimum (−) of ϕn on
[a, ξ1, . . . , ξn−1, a]. These differ from each other by at most B. It follows that

e−B
∑

[a,ξ1,...,ξn−1,a]6=∅

eϕ
+
n [a,ξ1,...,ξn−1,a] ≤ Zn(ϕ, a) ≤ eB

∑
[a,ξ1,...,ξn−1,a] 6=∅

eϕ
−
n [a,ξ1,...,ξn−1,a]

Similarly, one shows that if [a, ξ, a] and [a, η, a] are non-empty cylinders of lengths

m+ 1 and n+ 1, then |ϕ+
m+n[a, ξ, a, η, a]− ϕ−m[a, ξ, a]− ϕ−n [a, η, a]| ≤ 2B.

These estimates can be used to show that Zn(ϕ, a)k ≤ exp(2kB)Zkn(ϕ, a). By the
standing assumptions, lim 1

` logZ`(ϕ, a) = PG(ϕ) ≤ PG(0)+supϕ = h+supϕ <∞,
and therefore Zkn(ϕ, a) <∞ for every n, for all k large enough. So

Zn(ϕ, a) <∞ for all n. (4.1)

If x ∈ [a], (Lnϕ1[a])(x) =
∑

σn(y)=x

eϕn(y)1[a](y) =
∑

[a,ξ1,...,ξn−1,a]6=∅

eϕn(a,ξ,a,x1,x2,...).

The exponent is sandwiched between ϕ±n [a, ξ, a], so by the previous paragraph,

e−BZn(ϕ, a) ≤ (Lnϕ1[a])(x) ≤ eBZn(ϕ, a) (4.2)

for all n. It follows that Lnϕ1[a] is finite on [a] for all n, and 1
n log(Lnϕ1[a])(x) −−−−→

n→∞
PG(ϕ) for all x ∈ [a]. This proves the lemma in the special case when x ∈ [a].

Suppose x ∈ [b] where b 6= a. By topological mixing, there is a finite admissible
path bξa = (b, ξ1, . . . , ξp−1, a). If y is a σn-pre-image of x in [a], then (b, ξ, y) is a

σn+p-preimage of x in [b]. Therefore

eϕ
−
p [bξa]Lnϕ1[a](x) = eϕ

−
p [bξa]

∑
σn(y)=x

eϕn(y)1[a](y) ≤ eB(Ln+p
ϕ 1[b])(x).

Since x ∈ [b], (Ln+p
ϕ 1[b])(x) ≤ constZn+p(ϕ, b) on [b], by (4.2). It follows that

Lnϕ1[a] ≤ constZn+p(ϕ, b) <∞ on [b],

and lim sup 1
n logLnφ1[a] ≤ PG(ϕ) on [b].

Topological mixing also gives us a finite admissible path (a, η1, . . . , ηq−1, b). Let
z := (a, η, x). If σn(y) = z, then σn+q(y) = x. So

e−ϕq(z)(Ln+q
ϕ 1[a])(x) ≥ (Lnϕ1[a])(z) ≥ e−BZn(ϕ, a),
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and lim inf 1
n logLnφ1[a] ≥ PG(ϕ) on [b]. �

The following lemma generalizes [Sar01a, Theorem 3] by making ε independent
of ψ (the importance of this is explained at the end of §6). The weak Hölder
continuity and the SPR property of φ are essential.

Lemma 4.2. There exists ε := εθ(φ) > 0 such that for every ψ ∈ Hβ such that
‖ψ‖β ≤ 1, pφ,ψ(t) is real-analytic on (−ε, ε).

Proof. By our assumptions φ is θ-weakly Hölder continuous, and strongly positively
recurrent. As explained in § 2.7, this implies that Lφ acts with spectral gap on a
Banach space (L, ‖ · ‖L) over C, with properties (a)–(g) as listed there. The space
L depends on φ and on θ.4

Property (e) says that the spectrum of Lφ : L → L consists of a simple eigenvalue
λ := expPG(φ), and a compact set K0 ⊂ {z ∈ C : |z| < λ}. It is well-known that
this spectral picture persists for small perturbations of Lφ.

Specifically, let γ′ be a smooth parametrization of a circle in C, with center zero,
radius R′ < λ, and such that γ′ contains K0 in its interior. Let γ be a smoothly
parameterized closed circle with center λ, and radius R so small that γ is completely
outside γ′. By the theory of analytic perturbations of linear operators on Banach
spaces, there exists δ0 := δ0(φ, θ) > 0 as follows. If L is a bounded linear operator
such that ‖L− Lφ‖ < δ0, then

(A) the spectrum of L consists of a simple eigenvalue λ(L) inside γ, and a compact
subset KL inside γ′.

(B) P = P (L) := 1
2πi

∮
γ
(ξI − L)−1dξ is a well-defined operator such that P 2 = P ,

PL = LP = λ(L)P , dim Image(P ) = 1, and

spectrum(LP ) = {λ(L)} , spectrum(L(I − P )) = KL.

See [Kat95, Theorem IV-3.16].

Define the operators (Lzf)(x) :=
∑

σ(y)=x

eφ(y)+zψ(y)f(y) and Mψf = ψf . By

property (g), Mψ is a bounded linear operator on L, and ‖Mψ‖ ≤ ‖ψ‖β ≤ 1. Thus

Lz = LφMexp zψ =

∞∑
n=0

zn

n!
LφM

n
ψ , (4.3)

and this series converges absolutely on L in the operator norm, because ‖LφMn
ψ‖ ≤

‖Lφ‖‖ψ‖nβ ≤ ‖Lφ‖. It follows that Lz is a bounded linear operator on L, and

‖Lz − Lφ‖ ≤ |z|
∞∑
n=1

|z|n−1

n!
‖Lφ‖ ≤ 2‖Lφ‖ · |z|, for all |z| ≤ 1.

Let ε(1) := ε(1)(θ, φ) := δ0
3‖Lφ‖ . If |z| < ε(1), then ‖Lz − Lφ‖ < δ0, whence

Pz := P (Lz)

is well-defined. Notice that ε(1) is independent of ψ.
Next we claim that there exist ε(2) := ε(2)(θ, φ) and K := K(θ, φ) such that for

all |z| < ε(2) and ξ ∈ γ, ξI − Lz is invertible, and ‖(ξI − Lz)−1‖ ≤ K.
To see this, recall that by choice of γ, the spectrum of Lφ does not intersect

γ, and therefore ξI − Lφ has bounded inverse for all ξ ∈ γ. The resolvent set of

4The dependence on θ is genuine: For some φ, e.g. φ ≡ 0, there is no “canonical” θ.
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Lφ is open, therefore the norm of this inverse is locally bounded on γ, whence by
compactness, less than some global constant K ′ = K ′(θ, φ) everywhere on γ. The
formal calculation

(ξI −Lz)−1 = (ξI −Lφ − (Lz −Lφ))−1 = (ξI −Lφ)−1
∞∑
n=0

[(Lz −Lφ)(ξI −Lφ)−1]n

shows that if K ′‖Lz − Lφ‖ ≤ 1
2 , then ξI − Lz is invertible, and the norm of the

inverse is bounded by 2K ′.
Let ε(2) := ε(2)(θ, φ) := min{ε(1), 1

4‖Lφ‖K′ }, K := K(θ, φ) := 2K ′. These con-

stants are independent of ψ, and if |z| < ε(2), then ‖(ξI − Lz)−1‖ ≤ K.

We now investigate the properties of Pz := P (Lz).

P0 is the eigenprojection of λ0 := λ. By the spectral gap property for φ and
[CS09, Lemma 8.1],

P0f = h0

∫
fdν0 (4.4)

where h0 is a positive function, uniformly bounded away from zero and infinity on
partition sets, and ν0 is a positive measure which is finite and positive on cylinders.
In fact, by (4.4) h0dν0 is the RPF measure, whence the equilibrium measure, of φ.

Claim: z 7→ Pz is analytic on {z ∈ C : |z| < ε(2)}.

Proof of the claim: If |z|, |w| < ε(2), then Pz, Pw are well-defined, and by (B),
Pz−Pw
z−w = 1

2πi

∮
γ

(ξI−Lz)−1−(ξI−Lw)−1

z−w dξ. The integrand satisfies the identity

(ξI − Lz)−1 − (ξI − Lw)−1

z − w
= −(ξI − Lz)−1

(
Lz − Lw
z − w

)
(ξI − Lw)−1.

To see this, start with the left-hand side, pull (ξI − Lz)
−1 to the left, and pull

(ξI − Lw)−1 to the right.
It is not difficult to verify, using (4.3), that for every |z| < ε(2),

−(ξI − Lz)−1

(
Lz − Lw
z − w

)
(ξI − Lw)−1 −−−→

w→z
(ξI − Lz)−1L′z(ξI − Lz)−1,

where L′z :=
∑∞
n=1

zn−1

(n−1)!LφM
n
ψ .

If |z|, |w| < ε(2) and ξ ∈ γ, then ‖(ξI − Lz)−1‖, ‖(ξI − Lw)−1‖ < K, and∥∥∥∥Lz − Lwz − w

∥∥∥∥ ≤ ∞∑
n=1

|zn − wn|
n!|z − w|

‖Lφ‖‖ψ‖nβ , by (4.3),

≤ ‖Lφ‖
∞∑
n=1

|z|n−1 + |z|n−2|w|+ · · ·+ |w|n−1

n!
< 3‖Lφ‖.

Therefore ‖ − (ξI − Lz)−1
(
Lz−Lw
z−w

)
(ξI − Lw)−1‖ ≤ 3K2‖Lφ‖.

Now fix some arbitrary bounded linear functional ϕ on the Banach space of
bounded linear operators on L. By the previous discussion and the bounded con-
vergence theorem,

lim
w→z

ϕ

(
Pz − Pw
z − w

)
=

1

2πi

∮
γ

ϕ
[
(ξI − Lz)−1L′z(ξI − Lz)−1

]
dξ.
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Thus Pz is differentiable in the weak sense at z. By a well-known consequence
of the Banach-Steinhaus theorem, this implies differentiability in the strong sense,
and indeed holomorphy on {z ∈ C : |z| < ε(2)}. The claim is proved.

We note for future reference a by-product of the previous proof: If |z|, |w| < ε(2),
then∥∥∥∥Pz − Pwz − w

∥∥∥∥ ≤ ∥∥∥∥∮
γ

(ξI − Lz)−1 − (ξI − Lw)−1

z − w
dξ

∥∥∥∥ ≤ 3K2‖Lφ‖
2π

· length(γ).

So ‖Pz − Pw‖ ≤ C|z − w| with C := C(θ, φ) independent of ψ.

Our next task is to prove the analyticity of λz := λ(Lz) on some neighborhood
of zero. Pick a bounded linear functional ϕ on L such that ϕ(h0) 6= 0. Since
‖Pz −Pw‖ ≤ C|z−w|, there exists 0 < ε(3)(θ, φ) < ε(2) independent of ψ such that
ϕ(Pzh0) 6= 0 for all |z| < ε(3). From (B) and linearity of ϕ, we get that

λ(Lz) =
ϕ(LzPzh0)

ϕ(Pzh0)
,

a ratio of two holomorphic non-vanishing functions on {z : |z| < ε(3)}. So λz is
holomorphic there on {z : |z| < ε(3)}.

We are now ready to prove the lemma. By (4.4), P01[a] = ν0[a]h0 6= 0, whence

‖P01[a]‖ 6= 0. Using ‖Pz−Pw‖ ≤ C|z−w|, we find that for some 0 < ε(4)(θ, φ) < ε
(3)
β

independent of ψ, ‖Pz1[a]‖ 6= 0 for all |z| < ε(4).

Fix |z| < ε(4) and choose some x ∈ Σ+ such that (Pz1[a])(x) 6= 0. Let Nz :=

Lz(I − Pz). Since P 2
z = Pz and PzLz = λ(Lz)Pz, we have PzNz = NzPz = 0.

By (A) and (B), the spectrum of Nz is inside γ′ and λz is outside γ′, therefore
λ−nz Nn

z → 0 in norm. So

λ−nz Lnz = λ−nz (λzPz +Nz)
n = λ−nz (λnzPz +Nn

z )→ Pz in L.

By property (c) of L, λ−nz (Lnz 1[a])(x)→ (Pz1[a])(x) 6= 0 for all x.

We now specialize to the case of real t, |t| < ε(4). For such t, (Lnt 1[a])(x) =

(Lnφ+tψ1[a])(x) is real-valued. Necessarily, λt and (Pt1[a])(x) are also real-valued.5

Passing to natural logarithms, we find using Lemma 4.1 that

log λt = lim
n→∞

1

n
log(Lnφ+tψ1[a])(x) = pφ,ψ(t) whenever |t| < ε(4).

By (A), (B) and the choice of ε(3), z 7→ λz maps {z : |z| < ε(3)} holomorphically
into the interior of γ. Zero is outside γ. If Log(z) is a branch of the complex
logarithm which is holomorphic on the interior of γ, then Log λz is holomorphic on
{z ∈ C : |z| < ε(3)}, and agrees with pφ,ψ(t) on (−ε(4), ε(4)).

It follows that pφ,ψ(t) is real-analytic on (−εθ(φ), εθ(φ)), where εθ(φ) := ε(4). �

Lemma 4.3. There exists εθ(φ) > 0 such that for every ψ ∈ Hβ for which ‖ψ‖β ≤
1, φ+ tψ has the spectral gap property for each |t| < εθ(φ).

Proof. We continue with the notation of the proof of the previous lemma. Take
ε := ε(4)(θ, φ) and t real such that |t| < ε. We claim that if ‖ψ‖β ≤ 1, then φ+ tψ
satisfies the spectral gap property with the Banach space L from the previous proof.

5If znrn → w 6= 0 and rn are real, then z, w must also be real, otherwise znrn
|znrn|

6→ w
|w| .
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Property (a) for φ + tψ follows from property (a) for φ, because ψ is bounded.
Properties (b), (c) and (g) are obvious, because they do not involve t. Property (d)
is because thanks to (g), the series (4.3) converges in norm.

Property (e) is because for all |t| < ε(1), ‖Lt − Lφ‖ < δ0, and therefore there is
a projection Pt onto a one-dimensional space such that PtLt = LtPt, LtPt = λtPt,
and so that the spectrum of Nt := Lt(I − Pt) is contained in a disc with center at
the origin and radius strictly less than |λt|. In addition, as we saw at the end of
the previous proof, if |t| < ε(4), then λt = exp pφ,ψ(t) = expPG(φ+ tψ).

Property (f) is because the following series converges in norm for every ψ′ ∈ Hβ :

Lφ+tψ+zψ′ = Lφ+tψMexp(zψ′) =
∑∞
n=0

zn

n! LtM
n
zψ′ , see (4.3). �

Lemma 4.4. There exist εθ(φ),Mθ(φ) > 0 so that for every ψ ∈ Hβ such that
‖ψ‖β ≤ 1 and for every |t| < εθ(φ), |p′φ,ψ(t)|, |p′′φ,ψ(t)|, |p′′′φ,ψ(t)| ≤Mθ(φ).

Proof. Let ε(4) and δ0 be as in the proof of Lemma 4.2. Then pφ,ψ(t) extends to a

holomorphic function f(z) = Log λz on a neighborhood of {z : |z| < ε(4)}, where
λz := λ(Pz) is an eigenvalue of operator Lz such that ‖Lz − Lφ‖ < δ0, and Log(z)
is a suitable branch of the complex logarithm.

By the choice of δ0, λz is in the interior of some fixed circle γ and outside some
fixed circle γ′ surrounding zero, with γ, γ′ independent of ψ. So |f(z)| is uniformly
bounded on {z : |z| < ε(4)} by some constant which is independent of ψ.

Take ε := 1
2ε

(4). The lemma now follows from Cauchy’s integral formula for the
derivatives of f(z) (“Cauchy’s bounds”). �

Lemma 4.5. There exists εθ(φ) > 0 such that for all ψ,ϕ ∈ Hβ for which
‖ψ‖β , ‖ϕ‖β ≤ 1, the function p(s, t) := PG(φ + tψ + sϕ) has continuous partial
derivatives of all orders on (−εθ(φ), εθ(φ))2.

Proof. The proof is similar to the proof of Lemma 4.2, so we only sketch it. Let L
be the Banach space in that proof, and define the operator

Lz,wf := Lφ+zψ+wϕf (z, w ∈ C).

Then Lz,w = LφMexp zψMexpwϕ =
∑∞
n,m=0

znwm

n!m! LφM
n
ψM

m
ϕ , and the series con-

verges in norm for all z, w ∈ C, because ‖LφMn
ψM

m
ϕ ‖ ≤ ‖Lφ‖‖ψ‖nβ‖ϕ‖mβ ≤ ‖Lφ‖

by property (g) of L. So Lz,w are well-defined bounded linear operators on L.
The series representation for Lz,w implies that for all |z|, |w| ≤ 1,|z0|, |w0| ≤ 1,

‖Lz,w − Lz0,w0‖ ≤ ‖Lφ‖
∞∑

n,m=0

|znwm − zn0wm0 |
n!m!

≤ ‖Lφ‖
∞∑

n,m=0

(n,m)6=(0,0)

|z|n|wm − wm0 |+ |w0|m|zn − zn0 |
n!m!

≤ e2‖Lφ‖(|z − z0|+ |w − w0|).

In particular, if δ0 is as in the proof of Lemma 4.2, then there exists κ(1) > 0
independent of ψ,ϕ such that ‖Lz,w − Lφ‖ < δ0 for all |z|, |w| ≤ κ(1).

By the definition of δ0, for such z, w, the spectrum of Lz,w does not intersect γ,
therefore (ξI−Lz,w)−1 is well-defined and bounded for all ξ ∈ γ. Arguing as in the

proof of Lemma 4.2, we find 0 < κ(2) < κ(1) and K > 0 independent of ψ,ϕ such
that for all |z|, |w| ≤ κ(2) and for all ξ on γ,

‖(ξI − Lz,w)−1‖ < K.
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As in the proof of that lemma, this can be used to show that (z, w) 7→ Pz,w is

analytic separately in each of its variables on {(z, w) ∈ C2 : |z|, |w| < κ
(2)
β }.

It follows that for every bounded linear functional F on the Banach space of
bounded linear operators on L, (z, w) 7→ F (Pz,w) is holomorphic in z and in w,

whence by Hartogs’ theorem, in both variables on {(z, w) : |z|, |w| < κ(2)}. In
particular, F (Pz,w) has continuous partial derivatives of all orders there.

Since this holds for all bounded linear functionals F , Pz,w has continuous partial

derivatives of all orders on {(z, w) : |z|, |w| < κ(2)}. We now continue exactly as
in the proof of Lemma 4.2 to construct 0 < κ(4) < κ(3) < κ(2) independent of ψ,ϕ
and a branch of the complex logarithm Log(z) such that

(1) Log λ(Pz,w) has partial derivatives of all orders on {(z, w) : |z|, |w| < κ(3)}
(2) Log λ(Pt,s) = PG(φ+ tψ + sϕ) for all t, s real such that |t|, |s| < κ(4).

It follows that (t, s) 7→ PG(φ + tψ + sϕ) has continuous partial derivatives of all

orders on {(t, s) ∈ R2 : |t|, |s| < κ
(4)
β }. �

Proof of Theorem 3.2. Let ε := ε(θ, φ) be the minimum of the epsilons in the
previous lemmas, and let M := Mθ(φ) be as in Lemma 4.4.

Part (1): This is Lemma 4.2.

Part (2): By Lemma 4.3, φ + tψ has the spectral gap property. As explained in
sections 2.7 and 2.5, this implies that φ is strongly positively recurrent, whence
positively recurrent. Let mt denote the RPF measure of φ+ tψ (see § 2.5).

Σ+ is topologically mixing with finite Gurevich entropy h. So hmt(σ) ≤ h <∞,
and by Theorem 2.1, mt is the unique equilibrium measure of φ+ tψ.

Part (3): The proof of this and the following part is essentially in [GH88] and
[PP90, Chapter 4], but we give it for completeness.

Let λz, Lz, Pz be as in the proof of Lemma 4.2. By part (2), if t is real and
|t| < ε, then φ + tψ is positively recurrent, whence by the generalized Ruelle’s
Perron-Frobenius theorem, there is a positive continuous function ht and a measure
νt finite and positive on cylinders such that

Ltht = λt, L
∗
t νt = λtνt,

∫
htdνt = 1.

By [CS09, Lem 8.1], ht ∈ L, and Ptf = ht
∫
fdνt for all f ∈ L.

We saw in the proof of Lemma 4.2 that t 7→ λt, Pt, Lt are differentiable, and
λt = exp pφ,ψ(t). By (4.3), L′tf := d

dtLtf = Lt(ψf) = LtMψf . Differentiating both
sides of the identity LtPt = λtPt gives

LtMψPt + LtP
′
t = p′φ,ψ(t)λtPt + λtP

′
t .

We multiply by Pt and cancel the equal terms PtLtP
′
t = λtPtP

′
t , with the result

λtPtMψPt = p′φ,ψ(t)λtPt.

We now apply the operators on the two sides of the equation to ht (which belongs
to L), and obtain λtPt(ψht) = p′φ,ψ(t)λtht. Substituting t = 0 and noting that

λ0 = expPG(φ) 6= 0, we obtain p′φ,ψ(0) =
∫
ψh0dν0. Since h0ν0 is the equilibrium

measure of φ, we are done.
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Part (4): It is enough to consider the special case when PG(φ) = 0 and
∫
ψdm0 =

0, since the general case can be reduced to this one by subtracting constants from
φ and ψ. In this case λ0 = 1 and λ′0 = d

dt

∣∣
t=0

λt =
∫
ψdm0 = 0.

Fix n, differentiate Lnt Pt = λnt Pt twice, then apply Pt from the left, and substi-
tute t = 0, dropping all the terms which contain λ′0. Collecting terms we obtain

np′′ψ(0)P0 = P0M
2
ψnP0 + 2P0MψnP

′
0.

Applying this to h0/n, writing H ′0 = P ′0h0 and using P0f = h0ν0(f), we get

p′′ψ(0) =
1

n
m0

(
(ψn)

2
)

+ 2ν0

(
ψn
n
H ′0

)
. (4.5)

To complete the proof, it remains to show that the second summand tends to zero.
The integrand ψn

n H
′
0 tends to zero ν0-a.e.: First, ψ is bounded and m0 is ergodic,

so ψn
n →

∫
ψdm0 = 0 m0-almost everywhere. Second, h0 > 0, so ν0 = 1

h0
m0 � m0,

and ψn
n → 0 ν0-almost everywhere.

The integrand ψn
n H

′
0 is dominated by an L1(ν0)–function: h0 ∈ L, so H ′0 ∈ L,

whence by property (b), |H ′0| ∈ L. So P0H
′
0 ∈ L. We saw above that P0f =

h0ν0(f) for all f ∈ L. In particular, ν0(|H ′0|) < ∞. So |ψnn H
′
0| ≤ ‖ψ‖∞|H ′0| and

H ′0 ∈ L1(ν0). By the dominated convergence theorem, ν0

(
ψn
n H

′
0

)
→ 0.

Parts (5) and (6): This is the content of Lemmas 4.4 and 4.5. �

Proof of Theorem 3.3.
Part (2): Let ψn := ψ + ψ ◦ σ + · · ·+ ψ ◦ σn−1. Recall the definitions

pφ,ψ(t) = PG(φ+ tψ) = lim
n→∞

1

n
logZn(φ+ tψ, a),

where Zn(φ+ tψ, a) =
∑

σn(x)=x

eφn(x)+tψn(x)1[a](x).

If ψ = ϕ+ r− r ◦ σ + c, then ψn(x) = ϕn(x) + cn for all x such that σn(x) = x. It
follows that pφ,ψ(t) = pφ,ϕ(t) + ct, whence p′′φ,ψ = p′′φ,ϕ. By Theorem 3.2, σ2

m(ψ) =

p′′φ,ψ(0) = p′′φ,ϕ(0) = σ2
m(ϕ).

Part (1): Suppose ψ = r − r ◦ σ + c with r continuous and c a constant. Then
σm(ψ) = σm(0) = 0, by part 2.

Now suppose σm(ψ) = 0. Without loss of generality,
∫
ψdm = 0 (otherwise

work with ψ−
∫
ψdm). By Lemma 4.3, φ has the spectral gap property, and we are

in the situation discussed in [CS09, Appendix B]. The expression σ2 defined there
agrees with σ2

m(ψ) by [CS09, Equation (8.4)] and part (4) of Theorem 3.2.6 Using
the argument in [CS09, pp. 664-665], we find that ψ must be a coboundary with a
continuous transfer function.

Part (3): Let M be the constant from Theorem 3.2(5). If ψ ≡ 0, then σm(ψ) = 0
and there is nothing to prove. Suppose ψ 6≡ 0. It is easy to check that σm(tψ) =

|t|σm(ψ). So σm(ψ) = ‖ψ‖βσm(ϕ), where ϕ := ψ
‖ψ‖β . Since ‖ϕ‖β = 1, σ2

m(ϕ) =

p′′φ,ϕ(0) ≤ M. So σm(ψ) ≤ ‖ψ‖βσm(ϕ) ≤ M1/2‖ψ‖β ≤ M‖ψ‖β , where the last
inequality is because M > 1. �

6Note that the λt in [CS09] is what we call in this paper λit.
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5. The restricted pressure function

Suppose σ : Σ+ → Σ+ is a topologically mixing countable Markov shift with
finite Gurevich entropy h, and φ is a weakly Hölder continuous function such that
supφ <∞. Fix ψ ∈ Hβ which is not cohomologous to a constant via a continuous
transfer function. By Theorem 3.1 p′φ,ψ(−∞) < p′φ,ψ(+∞), and we can make the
following definition:

Definition 5.1. The restricted pressure function of φ, constrained on ψ, is
qφ,ψ : (p′ψ,φ(−∞), p′ψ,φ(+∞))→ R, given by

qφ,ψ(a) := sup{hµ(σ) +

∫
φdµ : µ ∈M (Σ+),

∫
ψdµ = a}.

Lemma 5.1. Under the assumptions above, qφ,ψ is a well-defined finite valued
concave function, which is uniformly bounded from above.

Proof. Since h < ∞ and supφ < ∞, Mφ(Σ+) = M (Σ+) and hµ(σ) +
∫
φdµ is

well-defined for every µ ∈ M (Σ+). By Theorem 3.1, a ∈ (p′φ,ψ(−∞), p′φ,ψ(+∞))

if and only if inf{
∫
ψdµ} < a < sup{

∫
ψdµ}, therefore there exist two invariant

measures µ1, µ2 such that
∫
ψdµ1 < a <

∫
ψdµ2. Then

∫
ψdµ = a for some

convex combination µ of µ1, µ2, and the set {µ :
∫
ψdµ = a} is non-empty. So

the supremum in the definition of qφ,ψ(a) is over a non-empty set, and qφ,ψ(a) is
well-defined.

Let’s choose the measures µ1, µ2 more carefully. A standard ergodic decomposi-
tion argument shows that we may choose µ1, µ2 to be ergodic. On countable Markov
shifts, µi generic orbits are limits of periodic orbits, therefore we may choose µ1, µ2

to be ergodic measures sitting on periodic orbits. For such measures
∫
φdµi > −∞,

whence
∫
φdµ > −∞ for every convex combination of µ1, µ2. Looking at the argu-

ment in the previous section, we find that qφ,ψ(a) > −∞.
Next, by the variational principle, qφ,ψ(a) ≤ PG(φ) <∞. So qφ,ψ is finite on its

domain, and bounded from above.
Concavity is because for all a1, a2 in the domain, for all 0 ≤ t ≤ 1, and for all

ε > 0, if µ1, µ2 are invariant measures such that

Pµi(φ) ≥ qφ,ψ(ai)− ε, and

∫
ψdµi = ai,

then µ := tµ1+(1−t)µ2 is an invariant measure such that
∫
ψdµ = ta1+(1−t)a2 and

hence by the affine properties of the Kolmogorov-Sinai entropy, Pµ(φ) = tPµ1
(φ) +

(1 − t)Pµ2(φ). So qφ,ψ(ta1 + (1 − t)a2) ≥ Pµ(φ) ≥ tqφ,ψ(a1) + (1 − t)qφ,ψ(a2) − ε.
Since ε was arbitrary, the concavity of qφ,ψ follows. �

The restricted pressure function is understood very well for subshifts of finite
type [BL98, §3], and for countable Markov shifts with the BIP property [Mor07].
In these cases, and if ψ is not cohomologous to a constant, then this function is
smooth and strictly concave.

This is not true in general in the infinite alphabet case, because of the phenom-
enon of “phase transitions” [Sar01a],[Sar06]. However, as the following theorem
shows, in the SPR case there is an explicit subinterval of the domain where qφ,ψ
is smooth and uniformly concave. Crucially to the applications we have in mind,
this interval can be chosen in a way which depends on ψ only through Em(ψ) and
σ2
m(ψ), where m is the equilibrium measure of φ.
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Lemma 5.2. Let Σ+ be a topologically mixing countable Markov shift with finite
Gurevich entropy. Let φ be a θ-weakly Hölder continuous SPR potential such that
supφ <∞. Let m denote the unique equilibrium measure of φ, and suppose e−β ≤
θ. Then ∃δθ(φ), Hθ(φ) > 0 as follows. For all ψ ∈ Hβ such that ‖ψ‖β ≤ 1, and
σm(ψ) 6= 0:

(1) Iψ := {t ∈ R : |t−
∫
ψdm| < δθ(φ)σ4

m(ψ)} is contained in the domain of qφ,ψ.
(2) qφ,ψ is uniformly bounded and differentiable infinitely many times on Iψ.
(3) If a ∈ Iψ, then −2σ−2

m (ψ) ≤ q′′φ,ψ(a) ≤ − 1
2σ
−2
m (ψ), |q′′′φ,ψ(a)| ≤ Hθ(φ)σ−6

m (ψ).
In particular, qφ,ψ is strictly concave on Iψ.

(4) If a0 :=
∫
ψdm, then qφ,ψ(a0) = PG(φ), q′φ,ψ(a0) = 0, q′′φ,ψ(a0) = − 1

σ2
m(ψ) .

Proof. Fix 0 < β ≤ | log θ| and let ε := εθ(φ), M := Mθ(φ) as in Theorem 3.2.
Without loss of generality, 0 < ε < 0.01 and M > 100. Next, fix ψ ∈ Hβ with norm
‖ψ‖β ≤ 1 and such that σm(ψ) 6= 0. Let

σ := σm(ψ), a0 :=

∫
ψdm, p(t) := pφ,ψ(t), q(a) := qφ,ψ(a).

Claim. If |a − a0| < εσ4

2M2 , then ∃!t ∈ R such that p′(t) = a. In addition, φ + tψ
has a unique equilibrium measure mt, q(a) = Pmt(φ), and

|t| ≤ εσ2

M2
, (1− ε)σ2 ≤ p′′(t) ≤ (1 + ε)σ2. (5.1)

Proof of the claim. By Theorem 3.2, p′ is real-analytic on (−ε, ε), p′(0) = a0,
p′′(0) = σ2, and |p′′′| ≤M on (−ε, ε). Taylor’s approximation for p′ gives

p′( εσ
2

M2 ) ≥ p′(0) + p′′(0) εσ
2

M2 − 1
2!M

(
εσ2

M2

)2

> a0 +
εσ4

2M2
≥ a.

Similarly, p′(− εσ
2

M2 ) ≤ p′(0) − p′′(0) εσ
2

M2 + 1
2!M

(
εσ2

M2

)2

< a0 − εσ4

2M2 ≤ a. By the

intermediate value theorem, ∃t ∈ (− εσ
2

M2 ,
εσ2

M2 ) such that p′(t) = a.
To see that this t is unique, we recall that p is convex, therefore p′ is mono-

tonically increasing in the broad sense, therefore by the previous inequalities, all

solutions to p′(t) = a must belong to (− εσ
2

M2 ,
εσ2

M2 ). Inside this interval, there can
be at most one solution, because if there were t1 6= t2 such that p′(ti) = a, then p′′

would have vanished somewhere in (− εσ
2

M2 ,
εσ2

M2 ), whereas

|p′′(t)− σ2| = |p′′(t)− p′′(0)| ≤M |t| ≤ εσ2 (∵ |p′′′| ≤M, |t| ≤ εσ2

M2 ),

so p′′(t) > 0 on this interval. Indeed, (1− ε)σ2 ≤ p′′(t) ≤ (1 + ε)σ2 there.

Let t be the unique solution to p′(t) = a. We saw that |t| ≤ εσ2

M2 . By Theorem 3.3,
σ ≤ M , so |t| ≤ ε. By Theorem 3.2 and by the choice of ε, φ + tψ has a unique
equilibrium measure mt. By the choice of t also a = p′(t) =

∫
ψdmt.

It follows that

Pmt(φ) = Pmt(φ+ tψ)−
∫
tψdmt = p(t)−

∫
tψdmt = p(t)− tp′(t) = p(t)− ta.

For all other µ ∈M (Σ+) such that
∫
ψdµ = a, we have

Pµ(φ) = Pµ(φ+ tψ)−
∫
tψdµ ≤ p(t)−

∫
tψdµ = p(t)− ta = Pmt(φ).
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So Pmt(φ) = sup{Pµ(φ) : µ ∈M (Σ+),
∫
ψdµ = a} = q(a), proving the claim.

Let δ := δθ(φ) := ε
2M2 , and Iψ := (a0 − δσ4, a0 + δσ4). The claim shows that

every a ∈ Iψ equals p′(t) for some |t| ≤ εσ2

2M2 and q(a) = Pmt(φ) = p(t) − ta is
uniformly bounded. It follows that Iψ ⊂ (p′(−∞), p′(+∞)), the domain of q, and
|q| is uniformly bounded on Iψ. This proves part (1) of the theorem.

When we proved the claim, we mentioned in passing the following fact:

q(a) = p(t)− tp′(t) for the unique t such that p′(t) = a. (5.2)

In other words, q : Iψ → R is minus the Legendre transform of the restriction of p
to (p′)−1(Iψ). Indeed, we have the identity q = (p− ap′) ◦ (p′)−1.

By Theorem 3.2, p′ is C∞, and by Theorem 3.3 p′′ 6= 0 (because p′′(t) = 0 ⇒
σmt(ψ) = 0 ⇒ ψ is cohomologous to a constant ⇒ σm(φ) = 0 in contradiction to
our assumptions.

It follows that (p′)−1 is C∞ on R, whence q is C∞ on Iψ. Since we have already
seen that q is uniformly bounded on Iψ, this proves part (2).

By (5.2), q(p′(t)) = p(t)− tp′(t). Repeated differentiation with respect to t gives

q′(p′(t)) = −t, q′′(p′(t)) = −1/p′′(t), q′′′(p′(t)) = p′′′(t)/p′′(t)3. (5.3)

So q′′(a) = q′′(p′(t)) = − 1
p′′(t) ∈ (−2σ−2,− 1

2σ
−2) by (5.1), and |q′′′(a)| =

∣∣∣ p′′′(t)p′′(t)3

∣∣∣ ≤
8Mσ−6. Part (3) follows with Hβ(φ) := 8M. Part (4) also follows from (5.3),
because p(0) = PG(φ), p′(0) = a0 and p′′(0) = σ2. �

Corollary 5.1. Under the assumptions of Lemma 5.2, there are δθ(φ), Hθ(φ) > 0
such that if 0 < δ ≤ δθ(φ), then the following holds for every ψ ∈ Hβ such that
‖ψ‖β ≤ 1 and σm(ψ) 6= 0. Let a0 :=

∫
ψdm, σ := σm(ψ).

(1) If |a− a0| ≤ δ
Hθ(φ)σ

4, then

e−δ
1

2σ2
(a− a0)

2 ≤ qφ,ψ(a0)− qφ,ψ(a) ≤ eδ 1

2σ2
(a− a0)

2
.

(2) If |a− a0| > δθ(φ)
Hθ(φ)σ

4, then δθ(φ)σ2

8Hθ(φ) |a− a0| ≤ (qφ,ψ(a0)− qφ,ψ(a)).

Proof. Let σ := σm(ψ), a0 :=
∫
ψdm, q := qφ,ψ, p := pφ,ψ. Let H := Hθ(φ), δθ(φ)

be as in the previous lemma. Without loss of generality δθ(φ) < 1
3 and H > 1

(actually, the proof of Lemma 5.2 gives δθ(φ) = ε
2M2 < 10−6 and H = 8M > 800).

Let’s write A±B = C if A ∈ [C − |B|, C + |B|].
Suppose |a − a0| ≤ δσ4

H where 0 < δ ≤ δθ(φ). Then a ∈ Iψ and we can use the
properties listed in Lemma 5.2. Taylor’s expansion gives

q(a) = q(a0) + q′(a0)(a− a0) +
1

2
q′′(a0)(a− a0)2 +

1

6
q′′′(η)(a− a0)3

for some η such that |η − a0| ≤ δσ4

H . By Lemma 5.2,

q(a) = q(a0)− 1

2σ2
(a− a0)2 ± 1

6

H

σ6
|a− a0|3

= q(a0)− 1

2σ2
(a− a0)2

(
1± 1

3

H

σ4
|a− a0|

)
= q(a0)− 1

2σ2
(a− a0)2(1± δ

3 )

= q(a0)− e±δ · 1

2σ2
(a− a0)2, because 0 < δ < δβ(φ) < 1

3 , so 1± δ
3 ∈ (e−δ, eδ).

Rearranging terms, we obtain the first part of the corollary.
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The second part of the corollary requires more care, since it deals with parts of
the domain where we do not know that q(·) is differentiable.

Suppose a − a0 ≥ δσ4

H with δ = δθ(φ), and let a1 := a0 + δσ4

2H , then a − a1 ≥
1
2 (a − a0). Since δ := δθ(φ), q(·) is C∞ on a neighborhood of [a0, a1], and q′′ ≤
− 1

2σ2 on [a0, a1]. So by the mean value theorem for q′,

q′(a1) = q′(a0) + q′′(ξ)(a1 − a0), for some ξ ∈ [a0, a1]

≤ − 1

2σ2
(a1 − a0) = −δσ

2

4H
.

Although we cannot assume that q is differentiable on [a0, a], we do know that it is

concave there. This is sufficient to deduce that q(a)−q(a1)
a−a1 ≤ (D+q)(a1) = q′(a1) ≤

− δσ
2

4H . Rearranging terms, and recalling that (a− a1) ≥ 1
2 (a− a0), we find that

q(a) ≤ q(a1)− δσ2

4H
(a− a1) ≤ q(a0)− δσ2

8H
(a− a0),

where the last inequality uses the inequality q(a1) ≤ q(a0), a consequence of part

(1). Rearranging terms, we obtain part (2) in the case when a > a0 + δσ4

H . The

case a < a0 − δσ4

H is obtained from the symmetry ψ ↔ −ψ. �

6. The EKP Inequality for measures with large pressure

Suppose Σ+ is a topologically transitive countable Markov shift with finite Gure-
vich entropy. Let φ be a θ-weakly Hölder continuous SPR potential such that
supφ <∞. Let m be the unique equilibrium measure of φ. Suppose e−β ≤ θ, and
recall that (Hβ , ‖ · ‖β) denotes the space of β-Hölder continuous functions of Σ+,
see (2.8).

Theorem 6.1. There exist ε∗θ(φ), C∗θ (φ) > 0 such that for every 0 6≡ ψ ∈ Hβ,

0 < ε < ε∗θ(φ), and µ ∈M (Σ+), if Pµ(φ) ≥ PG(φ)− C∗θ (φ)ε2 σ
6
m(ψ)

‖ψ‖6β
then∣∣∣∣∫ ψdµ−

∫
ψdm

∣∣∣∣ ≤ √2eεσm(ψ)
√
PG(φ)− Pµ(φ).

The bound is sharp in the following sense: For any ψ ∈ Hβ such that σm(ψ) > 0
there exists a sequence of ergodic measures νn ∈M (Σ+) such that Pνn(φ)→ PG(φ),
and ∣∣∫ ψdνn − ∫ ψdm∣∣√

PG(φ)− Pνn(φ)
−−−−→
n→∞

√
2σm(ψ).

Remark. In the special case φ ≡ 0, m is the measure of maximal entropy, PG(φ)

is the entropy of m, and the condition that φ is SPR is the same as the condition
that Σ+ is SPR.

Proof. Suppose first that σ : Σ+ → Σ+ is topologically mixing.

If σm(ψ) = 0, then Pµ(φ) ≥ PG(φ)−C∗θ (φ)ε2 σ
6
m(ψ)

‖ψ‖6β
implies that Pµ(φ) = PG(φ),

whence by the uniqueness of the equilibrium measure µ = m and the inequality is
trivial. So it is enough to consider the case σm(ψ) 6= 0. It is easy to verify that
σm(tψ) = |t|σm(ψ). This allows us to work with normalized functions ψ/‖ψ‖β .
Henceforth we assume that ‖ψ‖β = 1 and σ := σm(ψ) 6= 0. Let a0 :=

∫
ψdm. Let

Hθ(φ) and δθ(φ) denote the constants from Corollary 5.1. Let H := Hθ(φ) , C∗ :=
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1
9H2 . Fix some 0 < δ < δθ(φ), and suppose µ ∈M (Σ+) satisfies Pµ(φ) ≥ PG(φ)−
C∗δ2σ6. Let a :=

∫
ψdµ. By the definition of the restricted pressure,

qφ,ψ(a) ≥ Pµ(φ).

We claim that |a− a0| ≤ δθ(φ)σ4

H . Otherwise, by the assumption on µ,

C∗δ2
θ(φ)σ6 ≥ PG(φ)− Pµ(φ) ≥ PG(φ)− qφ,ψ(a), because qφ,ψ(a) ≥ Pµ(φ)

= qφ,ψ(a0)− qφ,ψ(a), because qφ,ψ(a0) = PG(φ) by Lemma 5.2

≥ δθ(φ)σ2

8H
|a− a0| by the 2nd part of Corollary 5.1

≥ δθ(φ)σ2

8H
· δθ(φ)σ4

H
=
δ2
θ(φ)σ6

8H2
, by the assumption |a− a0| ≥

δθ(φ)σ4

H
.

But this contradicts the definition of C∗.
So |a− a0| ≤ δθ(φ)σ4

H , and the first part of Corollary 5.1 gives us

(a− a0)2 ≤ 2σ2eδ(qφ,ψ(a0)− qφ,ψ(a)).

Taking the square root, and recalling that a =
∫
ψdµ, a0 =

∫
ψdm, qφ,ψ(a0) =

PG(φ), and qφ,ψ(a) ≥ Pµ(φ), we obtain∣∣∣∣∫ ψdµ−
∫
ψdm

∣∣∣∣ ≤ eδ√2σ
√
PG(φ)− qφ,ψ(a) ≤ eδ

√
2σ
√
PG(φ)− Pµ(φ).

This proves the first part of the theorem with ε∗θ(φ) := δθ(φ).
To see the second part, take an → a0. When we proved Lemma 5.2, we saw that

if an is sufficiently close to a0, then ∃!tn such that p′φ,ψ(tn) = an, the equilibrium

measure νn := mtn of φ+ tnψ exists, and qφ,ψ(an) = Pνn(φ).
Repeating the previous argument with νn replacing µ, but now with the full

force of Corollary 5.1(1), we find that
√

2σe−δn ≤ |
∫
ψdνn−

∫
ψdm|√

PG(φ)−Pνn (φ)
≤
√

2σeδn , where

δn := H
σ4 |an − a0| → 0.

This completes the proof in the topologically mixing case. We will now briefly
outline the proof in the general topologically transitive case. Suppose σ : Σ+ → Σ+

is topologically transitive, with period p, and let

Σ+ = Σ+
0 ] · · · ] Σ+

p−1

be the spectral decomposition from §2.2. The assumption that φ is SPR on Σ+

means, by definition, that φp :=
∑p−1
i=0 φ◦σi is SPR with respect to the topologically

mixing σp : Σ+
i → Σ+

i .
Σ+
i = σi−j(Σ+

j ), therefore for every σ-invariant measure µ, µ(Σ+
i ) are all equal

(to 1/p), and µ = 1
p

∑p−1
i=0 µi, where µi := µ(·|Σ+

i ) (the conditional measure on

Σ+
i ). In addition:

(1) hµi(σ
p) = phµ(σ): First, σj+p−i : (Σ+

i , µi) → (Σ+
j , µj) is a factor map for all

i, j so hµi(σ
p) are all equal. Second, 1

p

∑p−1
i=0 hµi(σ

p) = hµ(σp) = phµ(σ).

(2)
∫
φpdµi = p

∫
φdµ.

(3) By (1) and (2), Pµi(φp) = pPµ(φ).
(4) If m is an equilibrium measure of φ, then mi is an equilibrium measure of φp.
(5) By definition, PG(φp|Σ+

i
, σp) = pPG(φ|Σ, σ).
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(6) σm0
(ψp) =

√
pσm(ψ): By (2), Emi(ψnp) = npEm(ψ), therefore

σm(ψ)2 = lim
n→∞

1

np
Varm(ψnp) = lim

n→∞

1

np2

p−1∑
i=0

Varmi(ψnp)

= lim
n→∞

1

np2

p−1∑
i=0

Varm0

(n−1∑
j=0

(ψp) ◦ σjp ◦ σi
)

=
1

p2

p−1∑
i=0

σm0(ψp ◦ σi)2 =
1

p
σm0(ψp)

2,

where the last equality is because ψp ◦ σi is σp-cohomologous to ψp.

It is now an easy exercise to deduce the theorem for σ : Σ+ → Σ+, ψ,m, µ from the
theorem for the topologically mixing σp : Σ+

0 → Σ+
0 , with ψp,m0, µ0. �

The previous result gives the “optimal” form of the EKP inequality for measures
with high entropy. Note that the bound const.‖ψ‖β

√
h− hµ(σ) in the original EKP

inequality is replaced by

eε
√

2σµ0(ψ)
√
h− hµ(σ),

where σ2
µ0

(ψ) is the asymptotic variance of ψ with respect to the measure of maxi-
mal entropy µ0. This is better than (1.2), because σµ0

(ψ) ≤M‖ψ‖β (Theorem 3.3),
and because of the following fact.

Lemma 6.1. Suppose Σ+ is topologically transitive, with positive Gurevich entropy.
For every β > 0, there is a sequence of ψn ∈ Hβ such that σµ0(ψn) 6= 0,

∫
ψndµ = 0,

and
σµ0

(ψn)

‖ψn‖β
−−−−→
n→∞

0.

Proof. There are two periodic points x, y with the same (perhaps non-minimal)
period p, and with disjoint orbits: σm(x) 6= σn(y) for all m,n. Otherwise there is
only one periodic orbit, and the Gurevich entropy equals zero.

Construct ψ ∈ Hβ such that

p−1∑
j=0

ψ(σj(x)) 6=
p−1∑
j=0

ψ(σj(y)) and
∫
ψdµ0 = 0. Then

ψ cannot be cohomologous to a constant (otherwise it would give all periodic points
of fixed period the same weight). By Theorem 3.3, σµ0

(ψ) 6= 0. In addition, since
ψ is clearly non-constant, ψ 6= ψ ◦ σ, whence ‖ψ − ψ ◦ σ‖β 6= 0.

Now take ψn := 1
nψ + (ψ − ψ ◦ σ). On the one hand σµ0

(ψn) = σµ0
(ψ/n) =

σµ0
(ψ)/n, a sequence of positive numbers which converges to zero. On the other

hand ‖ψn‖β ≥ ‖ψ − ψ ◦ σ‖β − ‖ψ/n‖β → ‖ψ − ψ ◦ σ‖β 6= 0. �

We can now explain why we needed the constants εθ(φ),Mθ(φ) in Theorem 3.2
to be independent of ψ. We do this in the case of main interest φ ≡ 0, when µ0 is
the measure of maximal entropy. In this case Theorem 6.1 gives a nearly optimal
EKP inequality in the regime

hµ(σ) ≥ h− ε2C∗θ (0)(σµ0
(ψ)/‖ψ‖β)6.

In the absence of the uniformity in ψ in Theorem 3.2 the best we could have hoped
for was to prove this bound in the regime hµ(σ) ≥ h−ε2C∗θ (ψ), but without further
information on the structure of C∗θ (ψ).
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7. The EKP inequality for arbitrary measures

Our next result (which reduces in the case of subshifts of finite type and φ ≡ 0
to a result of S. Kadyrov [Kad15]) is an inequality for all σ-invariant measures, also
those with low entropy or pressure.

Suppose Σ+ is a topologically mixing countable Markov shift with finite and
positive Gurevich entropy. Let φ be a θ-weakly Hölder continuous SPR potential
such that supφ < ∞. Let m denote the unique equilibrium measure of φ. Fix β
such that e−β ≤ θ, and let (Hβ , ‖ · ‖β) denote the space of β-Hölder continuous
functions on Σ+, see (2.8).

Lemma 7.1. There exist constants Kβ , Q(φ) > 0 such that for every σ-invariant
probability µ there exists some function A ∈ Hβ such that

∫
Adm =

∫
Adµ = 0,

‖A‖β ≤ Kβ, and σm(A) > Q(φ).

Proof. As in Lemma 6.1, we can find p ≥ 1 and four periodic points x, y, z, w ∈ Σ+

with period p, such that

x0 = y0 = z0 = w0

and so that the orbits of x, y, z, w are disjoint. Let xp := (x0, . . . , xp−1, x0),
yp := (y0, . . . , yp−1, y0), zp := (z0, . . . , zp−1, z0), wp := (w0, . . . , wp−1, w0). Define

a(·) := 1[xp](·)−m([xp]), b(·) := 1[zp](·)−m([zp]).

Recall the notation ϕn =
∑n−1
k=0 ϕ ◦ σk. Since {σkx}, {σky}, {σkz}, {σkw} are

disjoint, the orbit of y does not enter [xp], and the orbit of w does not enter [zp].
In particular, ap(x) 6= ap(y) and bp(z) 6= bp(w).

This implies that a, b are not cohomologous to constants (otherwise ap(x) =
ap(y) = const p for any pair of p-periodic orbits). So σ2

m(a), σ2
m(b) 6= 0.

By construction,
∫
adm =

∫
bdm = 0. If

∫
adµ = 0 take A := a. If

∫
bdµ =

0, take A := b. Notice that A is independent of µ, therefore ‖A‖β , σ2
m(A) are

independent of µ, and the lemma follows.
In the remaining case,

∫
adµ 6= 0 and

∫
bdµ 6= 0, and we define

A :=
a
∫
bdµ− b

∫
adµ√

(
∫
adµ)2 + (

∫
bdµ)2

.

Clearly
∫
Adµ =

∫
Adm = 0, and

‖A‖β ≤
|
∫
adµ|+ |

∫
bdµ|√

(
∫
adµ)2 + (

∫
bdµ)2

max{‖a‖β , ‖b‖β} ≤ 2 max{‖a‖β , ‖b‖β} =: Kβ .

Kβ is independent of µ, and only depends on β and Σ+. To complete the proof, it
remains to bound σ2

m(A) from below by a constant which is independent of µ.
We need for this purpose the function Q(s, t) := σ2

m(sa+ tb). By Theorem 3.2,

σ2
m(sa+ tb) =

d2

dτ2

∣∣∣∣
τ=0

pφ,sa+tb(τ) ≡ d2

dτ2

∣∣∣∣
τ=0

PG(φ+ τsa+ τtb)

!
= s2 ∂

2P

∂u2
(0, 0) + 2st

∂2P

∂u∂v
(0, 0) + t2

∂2P

∂v2
(0, 0), where P (u, v) := PG(φ+ ua+ vb).

To justify
!
=, we use Theorem 3.2 (6). We see that Q(s, t) is a quadratic form.
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By the definition of the asymptotic variance, Q(s, t) ≥ 0 for all (s, t). We claim
that Q is positive definite.

Suppose Q(s, t) = 0, then σ2
m(sa + tb) = 0, whence sa + tb is cohomologous to

a constant. In this case, by Livshits theorem, sa + tb gives the same weight to all
periodic orbits with the same period. In particular

sap(x) + tbp(x) = sap(y) + tbp(y)

sap(z) + tbp(z) = sap(w) + tbp(w).

Recall that the orbits of x, y, z, w are disjoint, so the orbits of y, z, w do not
enter [xp] whence ap(y) = ap(z) = ap(w) = −pm([xp]), and the orbits of x, y, w do
not enter [zp], so bp(x) = bp(y) = bp(w) = −pm([zp]). On the other hand ap(x) =
nx−pm([xp]), bp(z) = nz−pm([zp]) with nx, nz positive integers. Substituting this
above, we obtain nxs = 0, nzt = 0, whence s = t = 0. So Q(s, t) = 0 ⇒ (s, t) =
(0, 0), and Q is positive definite.

Since Q(s, t) is a positive definite quadratic form, there exists Q0 > 0 such that
Q(s, t) ≥ Q2

0(s2 + t2) for all (s, t) ∈ R2. In particular,

σ2
m(A) = Q

 ∫
bdµ√

(
∫
adµ)2 + (

∫
bdµ)2

,
−
∫
adµ√

(
∫
adµ)2 + (

∫
bdµ)2

 ≥ Q2
0.

Notice that Q0 depends only on a, b and φ, and is therefore independent of µ. We
let Q(φ) := Q0. �

Lemma 7.2. Given β > 0 ∃K ′β(φ) > 0 as follows: For every ψ ∈ Hβ and µ ∈
M (Σ+), ∃ϕ ∈ Hβ such that

∫
ϕdm =

∫
ψdm,

∫
ϕdµ =

∫
ψdµ, ‖ϕ‖β ≤ K ′β(φ)‖ψ‖β

and
‖ϕ‖β
σm(ϕ)

≤ K ′β(φ). (7.1)

Proof. Let Q := Q(φ), Kβ and A(·) be as in the previous lemma.
If σm(ψ) ≥ 1

3Q‖ψ‖β , we take ϕ := ψ, and note that

‖ϕ‖β
σm(ϕ)

≤ 3

Q
.

If σm(ψ) < 1
3Q‖ψ‖β , we take ϕ := ψ+‖ψ‖βA. Then

∫
ϕdm =

∫
ψdm ,

∫
ϕdµ =∫

ψdµ, and ‖ϕ‖β ≤ (1 + ‖A‖β)‖ψ‖β ≤ (1 +Kβ)‖ψ‖β . In addition,

σ2
m(ϕ) = lim

n→∞

1

n
Var(ϕn), where ϕn :=

n−1∑
k=0

ϕ ◦ σk, Var(B) :=

∫
(B −

∫
Bdm)2dm

= lim
n→∞

1

n
Var(ψn) + lim

n→∞

1

n
Var(‖ψ‖βAn) + 2 lim

n→∞

1

n
Cov(ψn, ‖ψ‖βAn)

where Cov(B,C) :=

∫
(B −

∫
Bdm)(C −

∫
Cdm)dm

≥ 0 + ‖ψ‖2βσ2
m(A)− 2‖ψ‖β lim

n→∞

1

n

√
Var(ψn) Var(An) (Cauchy-Schwarz)

= ‖ψ‖2βσ2
m(A)− 2‖ψ‖βσm(ψ)σm(A)

≥ 1

3
Q2‖ψ‖2β (∵ σm(A) ≥ Q, σm(ψ) < 1

3Q‖ψ‖β),

so σm(ϕ) ≥ 1√
3
Q‖ψ‖β .
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We saw above that ‖ϕ‖β ≤ (1 + Kβ)‖ψ‖β . It follows that
‖ϕ‖β
σm(ϕ) ≤

√
3

1+Kβ
Q .

The lemma follows with K ′β(φ) := max{ 3
Q(φ) ,

√
3
( 1+Kβ
Q(φ)

)
,Kβ + 1}. �

Theorem 7.1. Suppose Σ+ is a topologically transitive countable Markov shift with
finite Gurevich entropy. Let φ be a θ-weakly Hölder continuous SPR potential such
that supφ <∞, and let m be the unique equilibrium measure of φ. If e−β ≤ θ, then
∃Cθ,β(φ) > 0 such that for every ψ ∈ Hβ, and every µ ∈M (Σ+),∣∣∣∣∫ ψdµ−

∫
ψdm

∣∣∣∣ ≤ Cθ,β(φ)‖ψ‖β
√
PG(φ)− Pµ(φ).

Remark. In the special case φ ≡ 0, m is the measure of maximal entropy, PG(φ) is
the entropy of m, and the inequality becomes (1.2).

Proof. As in the proof of Theorem 6.1, it is sufficient to prove the theorem in
the topologically mixing case. Fix a σ-invariant measure µ and some ψ ∈ Hβ . If∫
ψdµ =

∫
ψdm = 0 then there is nothing to prove so suppose one of these integrals

is non-zero.
Let K := K ′β(φ) be a constant independent of µ, ψ as in the previous lemma,

and choose ϕ ∈ Hβ such that ‖ϕ‖β ≤ K‖ψ‖β ,
∫
ψdµ =

∫
ϕdµ,

∫
ψdm =

∫
ϕdm,

and
‖ϕ‖β
σm(ϕ)

≤ K.

Notice that ‖ϕ‖β 6= 0, because at least one of the integrals
∫
ϕdµ,

∫
ϕdm is non-

zero. So we can normalize ϕ :=
ϕ

‖ϕ‖β
.

Let δ := δθ(φ), H := Hθ(φ) be the constants in Corollary 5.1, and let M :=

Mθ(φ) be the constant from Theorem 3.3. Without loss of generality, eδ <
√

2. Set

a :=
∫
ϕdµ, a0 =

∫
ϕdm, σ := σm(ϕ). If |a− a0| ≤ δσ4

H , then∣∣∣∣∫ ϕdµ−
∫
ϕdm

∣∣∣∣ ≤ eδ√2σ
√

qφ,ϕ(a0)− qφ,ϕ(a)
!
≤ 2M

√
PG(φ)− Pµ(φ),

where
!
≤ is because qφ,ϕ(a0) = PG(φ), qφ,ϕ(a) ≥ Pµ(φ), and σm(ϕ) ≤M‖ϕ‖β = M .

Similarly, if |a− a0| > δσ4

H , then by the 2nd part of Corollary 5.1

1

2

∣∣∣∣∫ ϕdµ−
∫
ϕdm

∣∣∣∣ ≤ 1

2

8H

δσ2
(PG(φ)− Pµ(φ)) =

4H

δσ2
m(ϕ)

(PG(φ)− Pµ(φ))

=
4H‖ϕ‖2β
δσ2
m(ϕ)

(PG(φ)− Pµ(φ)) ≤ 4HK2

δ
(PG(φ)− Pµ(φ)).

Since ‖ϕ‖β = 1, 1
2 |
∫
ϕdµ−

∫
ϕdm| ≤ 1, and therefore

1

2

∣∣∣∣∫ ϕdµ−
∫
ϕdm

∣∣∣∣ ≤
√

1

2

∣∣∣∣∫ ϕdµ−
∫
ϕdm

∣∣∣∣ ≤
√

4HK2

δ
(PG(φ)− Pµ(φ)),

whence
∣∣∫ ϕdµ− ∫ ϕdm∣∣ ≤ (4K

√
H/δ)

√
PG(φ)− Pµ(φ).

Let C ′θ,β := C ′θ,β(φ) := max{2M, 4K
√
H/δ}. This depends only on β, θ and φ,

and the following inequality holds no matter the value of |a− a0|:∣∣∣∣∫ ϕdµ−
∫
ϕdm

∣∣∣∣ ≤ C ′θ,β√PG(φ)− Pµ(φ). (7.2)
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By the choice of ϕ, the left hand side of (7.2) equals
∣∣∫ ψdµ− ∫ ψdm∣∣ /‖ϕ‖β , so∣∣∫ ψdµ− ∫ ψdm∣∣ ≤ C ′θ,β‖ϕ‖β√PG(φ)− Pµ(φ). Since ‖ϕ‖β ≤ K‖ψ‖β , the theorem

follows with Cθ,β(φ) := C ′βK. �

8. SPR is a necessary condition for the EKP inequality

Let σ : Σ+ → Σ+ be a topologically transitive TMS associated to a countable
directed graph G , and suppose φ : Σ+ → R is a function with summable variations
and finite Gurevich pressure. In this section we prove that if µφ satisfies the EKP
inequality (1.4) (or even just the weaker property (1.1)), then φ must be strongly
positively recurrent. Ruette proved this for φ ≡ 0 [Rue03], and we will extend her
proof to non-constant potentials.

Theorem 8.1. Suppose Σ+ is topologically mixing. If φ is not SPR, then G con-
tains a subgraph G ′ such that Σ+(G ′) ( Σ+(G ), σ : Σ+(G ′)→ Σ+(G ′) is topologi-
cally mixing, and PG(φ|Σ+(G ′)) = PG(φ|Σ+).

Proof. The case φ ≡ 0 is done in [Rue03].
There is no loss of generality in assuming that G has at most one edge a→ b for

every ordered pair (a, b) ∈ S×S, and that every vertex a has an outgoing edge a→ b
in E. Otherwise, pass to the graph G ∗ with set of vertices S∗ := {a ∈ S : [a] 6= ∅}
and set of edges {(a, b) ∈ E : [a, b] 6= ∅}, then Σ+(G ∗) = Σ+(G ) and G ∗ has the
required properties.

It follows that if G ′ is a proper subgraph of G , then Σ+(G ′) ( Σ+(G ).
If φ is not SPR, then G must have infinitely many vertices. Otherwise Σ is a

subshift of finite type, and φ + t1[a] has an equilibrium measure for all t ∈ R by
[Bow75]. But in the non-SPR case, ∆a[φ] ≤ 0, and then ∆a[φ+t1[a]] = ∆a[φ]+t < 0
for t negative. By the discriminant theorem of [Sar01a], φ + t1[a] is not positively
recurrent for t < 0. This is a contradiction, because potentials with equilibrium
measures are always positively recurrent [BS03].

By our standing assumptions, Σ+(G ) is topologically mixing. Therefore there
exist two closed loops starting and ending at the same vertex with co-prime lengths.
The union of these loops defines a finite subgraph Gcore of G , and every strongly
connected graph which contains Gcore defines a topologically mixing TMS.

We will obtain the graph G ′ from G , by removing some edge a→ b outside Gcore.
We use the following edge removal procedure from [Rue03].

Let Score denote the set of vertices of Gcore. Let E denote the collection of finite
paths γ with the following properties:

(1) the first vertex and the last vertex of γ belong to Score;
(2) all other vertices are outside Score;
(3) for every vertex xi ∈ S \ Score of γ = (x0, . . . , xn−1) either (x0, . . . , xi) or

(xi, . . . , xn−1) is a G –geodesic.

Since σ is topologically transitive, G is strongly connected. Every vertex in S\Score

can be connected by forward and backward G –geodesics to Score. Their union is a
path in E . So every vertex in Sccore belongs to some path in E , and E is infinite.

All paths in E begin at Score. Since Score is finite and E is infinite, there exist
two different paths γ0, γ1 ∈ E which begin at the same vertex in Score and end at
the same vertex in Score. Let γ denote the maximal common prefix of γ0, γ1, and
let a denote the last vertex in γ.
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By construction, a has at least two different outgoing edges a → bi (i = 0, 1)
such that bi 6∈ Score. Divide the outgoing edges from a to Sccore into two arbitrary
subsets, E0 and E1, such that (a, bi) ∈ Ei.

Let Gi be the graph obtained by removing the edges E1−i from G and restricting
to the strongly connected component containing a. It is not difficult to see that Gi
contain Gcore, so σ : Σ+(Gi) → Σ+(Gi) is topologically mixing for i = 1, 2. By the
assumption on G , Σ+(Gi) ( Σ+(G ).

If x0 = a, x1, . . . , xn−1, xn = a is a first return loop to a, then xi 6= a for
1 ≤ i ≤ n− 1, therefore edges from Ei can only appear as the first edge (x0, x1).

If a ∈ Score, we let Ecore be the edges (a, b) ∈ G such that a, b ∈ Score (in
particular, Ecore = ∅ whenever a 6∈ Score). Z∗n(φ, a) splits into the sums,

Z∗n(φ, a) = Z∗n(E0) + Z∗n(E1) + Z∗n(Ecore) (8.1)

where
Z∗n(Ei) :=

∑
σn(x)=x

(x0,x1)∈Ei

eφn(x)1[τa=n](x)

and
Z∗n(Ecore) :=

∑
σn(x)=x

(x0,x1)∈Ecore

eφn(x)1[τa=n](x).

We claim that
Z∗n(φ|Σ+(Gi), a) = Z∗n(Ei) + Z∗n(Ecore). (8.2)

The non-trivial inequality is ≥. Clearly, the first return loops at a which begin
with an edge in Ei or Ecore do not contain other edges in E1−i, because a cannot
appear in the middle of a first return loop at a. Therefore all such loops must be
contained in the irreducible component of a in G \E1−i, whence in Gi. So the loops
participating in the sums in the right-hand-side must also appear in the sum on
the left-hand-side. As the sums on the right are over disjoint sets, (≥) follows.

Recall that P ∗G(φ, a) = lim sup 1
n logZ∗n(φ, a). By (8.1) and (8.2),

P ∗G(φ, a) ≤ lim sup
1

n
log
(
2 max

i
(Z∗n(φ|Σ+(Gi), a)

)
= lim sup

1

n
log
(
max
i

(Z∗n(φ|Σ+(Gi), a)
)
≤ max

i
P ∗G(φ|Σ+(Gi), a) ≤ P ∗G(φ, a).

So P ∗G(φ, a) = P ∗G(φ|Gi , a) for at least one of the two indices i = 0, 1. Call this

index i0. Then PG(φ)
(1)
= P ∗G(φ, a) = P ∗G(φ|Σ+(Gi0 ), a)

(2)

≤ PG(φ|Σ+(Gi0 ))
(3)

≤ PG(φ):

(1)
= follows from Lemma 2.1 and the assumption that φ is not SPR; and

(2)

≤ and
(3)

≤
are due to the trivial inequalities Z∗n(φ|Σ+(Gi0 ), a) ≤ Zn(φ|Σ+(Gi0 ), a) ≤ Zn(φ, a).

So PG(φ) = PG(φ|Σ+(Gi0 )) as required. �

Corollary 8.1. Suppose σ : Σ+ → Σ+ is a topologically transitive TMS, and
φ : Σ+ → R is a potential with summable variations, finite Gurevich pressure, and
an equilibrium measure µφ. If the EKP inequality (1.4) holds, then φ must be SPR.

Proof. It is enough to consider the topologically mixing case, because if Σ+ is topo-
logically transitive with period p, and Σ+ =

⊎p−1
i=0 Σ+

i is the spectral decomposition
from §2.2, then σ satisfies the EKP inequality if and only if the topologically mixing
σp : Σ+

0 → Σ+
0 satisfies the EKP inequality. See the proof of Theorem 6.1.



EKP INEQUALITY 31

Let G denote the graph associated to Σ+. Assume without loss of generality
that G has at most one edge a→ b for every ordered pair of vertices (a, b).

By assumption, φ has an equilibrium measure, whence by [BS03], φ is positively
recurrent. Suppose by way of contradiction that φ is not SPR. By the previous
theorem, there is a proper subgraph G ′ ⊂ G such that σ : Σ+(G ′) → Σ+(G ′) is
topologically mixing, and

PG(φ|Σ+(G ′)) = PG(φ).

By the variational principle, there are invariant probability measures µn on Σ+(G ′)
such that Pµn(φ|Σ+(G ′)) −−−−→

n→∞
PG(φ|Σ+(G ′)). In particular

√
PG(φ)− Pµn(φ) −−−−→

n→∞
0, so by the EKP inequality or by (1.1) on the original Markov shift Σ+,

|µn([a])− µφ[a]| −−−−→
n→∞

0

for all non-empty cylinders [a] in Σ+.
But this is false for any cylinder of the form [a, b] where a→ b is an edge which

appears in G but not in G ′. For this cylinder µn[a, b] = 0 for all n, because µn are
supported in Σ+(G ′). But µφ[a, b] 6= 0 because equilibrium measures of potentials
with summable variations on topologically mixing TMS always have full support,
see [BS03]. �

The following generalizes a result of Salama [Sal88, Theorem 2.3], whose proof
has been corrected in [Rue03, Theorem 2.7] and in [Fie96]. The case of Markovian
potentials (φ such that osc2(φ) = 0) was done in [GS98, Theorem 3.15].

Corollary 8.2. Let σ : Σ+ → Σ+ be a topologically mixing TMS with finite Gure-
vich entropy, and associated to a countable directed graph G . Suppose φ : Σ+ → R
is bounded from above, has summable variations, and has finite Gurevich pressure.
Then φ is SPR if and only if PG(φ|Σ+(G ′)) < PG(φ|Σ+(G )) for every proper subgraph

G ′ of G for which σ : Σ+(G ′)→ Σ+(G ′) is topologically mixing.

Remark. The assumption that the Gurevich entropy is finite is only needed for the
if direction.

Proof. Theorem 8.1 implies the ⇐ implication by contraposition: If φ were not
SPR, then Theorem 8.1 would have provided a proper subgraph G ′ such that σ :
Σ+(G ′)→ Σ+(G ′) is topologically mixing, and so that PG(φ|Σ+(G ′)) = PG(φ).

We prove the other direction by contradiction. Assume that φ is SPR, but there
is a proper subgraph G ′ such that σ : Σ+(G ′)→ Σ+(G ′) is topologically mixing and
PG(φ|Σ+(G ′)) = PG(φ). Fix some vertex a of G ′. By Lemma 2.1, P ∗G(φ, a) < PG(φ),
whence

P ∗G(φ|Σ+(G ′), a) ≤ P ∗G(φ, a) < PG(φ) = PG(φ|Σ+(G ′)),

whence φ|Σ+(G ′) is SPR. In particular, φ|Σ+(G ′) is positively recurrent. Let m

denote the RPF measure of φ|Σ+(G ′). Since Σ+ has finite Gurevich entropy, m has
finite entropy. By Theorem 2.1, m is an equilibrium measure of φ|Σ+(G ′).

Now let m′ denote the shift invariant probability measure on Σ+(G ), given by
m′(E) := m(E ∩ Σ+(G ′)). Clearly

Pm′(φ) = Pm(φ|Σ+(G ′)) = PG(φ|Σ+(G ′)) = PG(φ|Σ+(G )).

So m′ defines an equilibrium measure on Σ+(G ). By Theorem 2.1, this is the unique
equilibrium measure. But now we have a contradiction, because suppm′ = Σ+(G ′),
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whereas the equilibrium measure of a potential with summable variations on a
topologically transitive TMS is always globally supported, see §2.5. �

9. Two sided topological Markov shifts

Suppose G is a countable directed graph. The two-sided topological Markov shift
associated to G is the dynamical system with the space

Σ = Σ(G ) := {x = (. . . , x−1, x0, x1, . . .) : xi ∈ S, xi → xi+1 for all i},

the action σ(x)i = xi+1, and the metric d(x, y) = exp(−min{|i| : xi 6= yi}).
The definitions we gave in §2 for one-sided shifts of the Gurevich pressure, Gure-

vich entropy, the spectral decomposition and SPR topological Markov shifts extend
verbatim to the two-sided case, after replacing all the Σ+ by Σ.

The definition of the SPR property for potentials has a similar extension to the
two sided case, except that now to define the discriminant, we need to work with

the induced shift on Σ := S
Z
, instead of on Σ := S

N∪{0}
.

With these definitions in place, Theorems 6.1, 7.1 on the EKP inequality for
SPR potentials extend to the two-sided setup without much difficulty.

We explain why. Any weakly Hölder continuous φ : Σ → R is cohomologous
via a bounded continuous transfer function to a “one-sided” function of the form
φ+ ◦ π, where φ+ is a weakly Hölder continuous function on Σ+ [Dao13], [Sin72],
[Bow75].

The pressure function is defined in terms of sums over periodic orbits. Such sums
do not change if we change φ by a coboundary. Therefore, it is easy to see that φ
is SPR if and only if φ+ is SPR, and PG(φ) = PG(φ+).

Consider the projection π : Σ→ Σ+, π(x) = (x0, x1, . . .). If µ is a shift invariant
measure on Σ, then µ+ := µ ◦ π−1 is a shift invariant probability measure on Σ+,
and it is easy to see that hµ+(σ) = hµ(σ). In addition, coboundaries with bounded
continuous transfer functions are absolutely integrable with zero integral for all
shift invariant probability measures, so

∫
φdµ =

∫
φ+dµ+. So µ ∈ Mφ(Σ) if and

only if µ+ ∈Mφ+(Σ+), and in this case Pµ(φ) = Pµ+(φ+).
In particular, µ maximizes Pµ(φ) if and only if µ+ maximizes Pµ+(φ+), and

therefore µφ is the equilibrium measure of φ on Σ, if and only if (µφ)+ is the
equilibrium measure of φ+ on Σ+. We are therefore at liberty to write µ+

φ = µφ+ .

It is now a simple matter to see that the EKP inequalities (1.2) and (1.4) for Σ+

and φ+, imply the EKP inequalities (1.2) and (1.4) for Σ and φ, provided the test
function ψ belongs to H+

β (Σ) := {ψ+ ◦ π ◦ σn : ψ ∈ Hβ(Σ+), n ∈ Z}. Since H+
β (Σ)

is dense in the space of β-Hölder continuous functions on Σ, (1.2) and (1.4) follow
for all β-Hölder continuous functions on Σ.
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